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ABSTRACT  
 
Machine Learning has quickly impacted modern 
society in a variety of ways, increasing the 
machine's role in comparison to diverse human 
roles. As AI's function expands, it is becoming an 
increasingly important aspect of every industry. 
ML has a unique capacity to quickly classify data 
and detect patterns. This is impossible to find using 
a human observer to discern trends. The focus of 
this study was about how transnational criminal 
groups and cybercriminals might be exploited AI 
Technology maliciously. AI is a field of study that 
has the potential to drastically alter society's usage 
of information technology, notably in terms of how 
personal data will be linked and how hackers will 
gain access to private lives. Experts of artificial 
intelligence dispute over how quickly the 
technology will advance; however, cognitive 
scientists agree that the technology will advance at 
a rapid pace. The goal of this study to  
peer-review last five year research articles and 
associated book-chapters for dealing with 
malicious crime challenges, and the findings will 
be applied to machine learning algorithms. 
Furthermore, our research will pave the way for 
fresh research and professionals. 
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1. INTRODUCTION 

The artificial intelligence (AI) research trend is 
evolving away from applications with a 
technological bent that concentrate on increasing 
productivity and performance and toward 
applications that are focused on supplementing 
human intelligence with artificial intelligence 

(Yang, 2021). New issues have emerged as a result 
of the shift in AI research trends, such as 
movements from broad sense to transfer 
intelligence, computation to cognition, 
customization to adaptation, known to unknown, 
one-size-fits-all to precision, and technology to 
humanity (Yang, 2019). People can use computer 
Vision apps to lower the risk from harmful attacks 
and transnational criminal groups. The goal would 
be to enable computers that think, imagine human 
activities of interest, or solve problems faster and 
more efficiently than humans. Several tasks and in 
organization, such as planning, moving, being 
creative, speaking, and socializing, can be 
improved using a variety of approaches. An 
artificial intelligence (AI) application for thwarting 
cybercrime [1] Hackers' preferred methods have 
changed. Erynn Tomlinson's bank account was 
hacked and she lost $30,000 in crypto currencies. 
This is known as Social Engineering Fraud [2]. 
Some of your personal information, such as your 
name, cell phone number, and bank account 
number, can leave you susceptible. NLP, DL, and 
ML are all technologies that can be used in 
conjunction. It can use objects to address cyber 
security concerns in a precise time frame. Natural 
Language Generation (NLG) is a component of AI 
that specifies how to generate text information 
from inputs. The technique of NLG is used to 
analyze data; it works by processing textual data 
and presenting the results in a natural language 
procedure. The goal of this study is to help people 
realize the greatest danger of AI before it is too late 
Figure-1.  

AI is a field of study that has the potential to 
drastically alter society's usage of information 
technology, notably in terms of how personal data 
will be linked and how hackers will gain access to 
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private lives. Experts of artificial intelligence 
dispute over how quickly the technology will 
advance; however, cognitive scientists agree that 
the technology will advance at a rapid pace. In the 
near future, computing and machine learning are 
anticipated to have an impact on homeland 

security. The major goal of this work is to develop 
future strategies for dealing with malicious crime 
challenges, and the findings have been applied to 
machine learning algorithms. Furthermore, our 
research will pave the way for fresh research and 
professionals. 

 
Figure-1 shows the concept of AI [2] 

2. LITERATURE REVIEW  

Table-1 Present Survey of AI Research Article 

Year Citation Prose Cones 
2019 [3] Invited focus mutually inside the private 

and public sector for growing AI 
application for detecting fraud 

 Appraised that AI might benefit from 
advanced defenses and decrease the 
influence of criminal attacks. 

2020 [4] Proposed a hybrid approach for 
computational architectures still proposal 
the maximum hopeful path with machines 
performing in an ethical style. 

Appraised regarding ML’s progress has 
headed to new concepts regarding the 
possibility and significance of machine 
ethics custody speed, through a growing 
emphasis on security, containment, and 
organization. 

2020 [6]  Focused on determining law-breaking 
patterns applying real DM procedures. 

 

Described its ability as the greatest 
relative with National Cyber Defense 
(NCD) plans, for it would be backing 
dynamic CDS, which earlier arranged by 
numerous government performers and can 
assist the growth of prevention 
approaches in cyberspace. 

2020 [7] Proposed Deep Learning Described that AI-empowered cyber arms 
are already prototyped with autonomous 
malware. 

2020 [9] Proposed Deep Learning Described the role of AI in cyber safety & 
submits suggestions on how 
administrations might get benefit from AI 
in cyber security. 

2020 [10] Proposed Deep learning Described philosophical and political 
investigation of ethics at stake in 
confirming cyber security aimed at 
dangerous infrastructures.  

2020 [11]  Risk performers regularly moving and 
refining violence policy through a specific 
concentration on the application of AI-
driven methods in violence procedure,  
so-called AI-based cyber-attack might 

Described current developments in AI 
technologies that impressed great 
emerging in advance and automation. As 
AI tools propose major profits,they might 
use them maliciously. AI-based cyber- 
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apply to combine through traditional attack 
methods to reason larger loss. Despite 
numerous researches on AI and safety, 
studies have not briefed  
 

attacks sufficient to be capable of 
knowing an opponent’s activities and 
toward emerging right defenses against 
violence. Objectives of his research of AI-
based cyber-attacks & diagram them in 
the suggested context, giving insight into 
new fears and grouping of numerous 
characteristics of malicious applied AI 
throughout the cyber-attacks life cycle. 
Further, this framework delivers sources 
aimed at their finding to predict 
forthcoming fears. 

2020 [12] As there is discussion at a pace in which AI 
research would emerge. No suspicion about 
authors satisfies, as AI explains the 
subarea’s computer science which studies 
in what way computers might copy human 
intellect. Subarea and term of ML & DL 
stand frequently interference & there 
changing locations in what way fields 
interconnect. 

Need to work more  

2020 [13] Mostly satisfies through the classification 
of ML though Jones trusts ML shelters 
study methods with a human monitor.   

Trusts ML methods would categorize as 
structures that apply a neural network to 
classify info like humans ensure whereas 
to give strength enlarged handling 
accuracy & quickness. 

2020 [14] Focused on the user of AI  In the vast body of the researcher into 
possible malicious use of AI as an 
associatively current subset of AI, and 
numerous universities and organizations 
concentrate on protection forms aimed at 
AI. Various authors and ethicists believe 
that malicious AI remains a possible 
result of ethical study and that computer 
scientists would additionally consciously 
unplanned concerns of their study. 

 
3. COMMON AI ISSUES 

i. Computing capacity  

Many programmers areirritated by how much 
energy these authority algorithms take. Machine 
Learning and DL are the pillars of AI, and to 

function properly, they require a much number of 
cores and GPUs. We have concepts and experience 
to implement DL frameworks in a variety of 
disciplines, including asteroid tracking, healthcare 
delivery, cosmic body tracing, and much more 
Figure-2 [15], [16], [17], [18], [19], [20]

.

 

Figure-2 shows 
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ii. A Lack of Trust 

 Uncertain nature of how DL models anticipate the 
output is one of the most fundamental elements that 
causes concern for AI. For a layperson, 
understanding how a certain set of inputs might 
design a solution for many types of issue is tough. 
Many people throughout the world are unaware of 
AI's use. 

iii. Knowledge Limitation 

Although there are numerous areas in the industry 
where AI may useas a more effective alternative to 
conventional approaches. The actual problem is AI 
knowledge,only a small portion of the population is 
aware of AI's potential, outside from techies, 
college students, and researchers. 

iv.Human-Level 

This is one of AI's most pressing issues, one that 
has kept academics on the lookout for AI services 
in businesses and start-ups. These corporations may 
advertise accuracy rates of over 90%, but people 
can outperform them in all of these instances. 
Allow our model to determine whether it's a picture 
of a male or a picture of a female, the human can 
almost always forecast proper outcome, with a 
remarkable accuracy of over 99%. To achieve 
similar results, a DL model would need 
unparalleled fine-tuning, hyper parameter 
optimization, a big dataset, and a  
well-defined and accurate algorithm, as well as 
robust processing capacity, continuous training on 
train data Figure-3. 

 

Figure-3 showsdata increasing [15] 

v. Data Security and Privacy 

The accessibility of information and resources to 
train deep and ML models is 
maximumsignificantissue to ponder and it is risk 
and can misuse. This information includes 
information regarding issues of health etc. To 
compound the problem andcurrentlyprovides data 
on the size of the planets. With maximum 
information reaching in from all directions, it's 
difficult to keep track of it all. Some businesses 
have already begun to develop inventive solutions 
to overcome these obstacles, it uses smart devices 
for train the data.  

vi.The Bias Issue 

The amount of data used to train an AI system 
determines whether it is good or terrible. As a 
result, in the future, the capability to obtain 
required information will key developing virtuous 

AI structures. However, information that the 
organizations collect on a daily basis is weak and 
has little meaning on its own. They are prejudiced, 
and they only identify the nature and characteristics 
of a small group of individuals who share on 
religion bases. Only by establishing various 
algorithms that can professionally track these 
challenges can genuine change be brought about. 

vii. Evolution Malicious Crimes 2021 

a. Microsoft claims that a new wave of 
cyber-attacks has targeted government 
institutions and human rights 
organizations in 24 nations, with majority 
of which are in the United States. 
Approximately 3,000 email accounts 
belonging to more than 150 different 
organizations were hacked this week (May 
2021) Figure-4. 
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Figure-4 shows targeted attacks [21] 

b. We noticed the cyber-attack on 
Wednesday and swiftly sent in a team of 
specialized  
cyber-technology specialists to 

investigate," Ms Morgan added. The 
National Cyber Security Centre will also 
assist us in resolving the situation Figure-
5. 

 
Figure-5 showstargeted attacks [22] 

c. Other numbers released by the City of 
London Police, which coordinates anti-
fraud activities, include Figure-6 : 

i. Since the outbreak, more than 150 arrests 
have been made in connection with the 
pandemic. 

ii. Over 2,000 websites, phone numbers, and 
email addresses associated with the 
offences have been removed. 

iii. Between April and May 2020 and January 
2021, when lockdowns were in effect, 
activity soared. 

iv. There were a total of 416,000 fraud and 
cyber-crime reports. 

 
Figure-6 shows covid-19 related fraud [23] 
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4.DISCUSSION  

AI is a field of study that has the potential to 
drastically alter society's usage of information 
technology, notably in terms of how personal data 
will be linked and how hackers will gain access to 
private lives. Experts of artificial intelligence 
dispute over how quickly the technology will 
advance; however, cognitive scientists agree that 
the technology will advance at a rapid pace. In the 

near future, computing and machine learning are 
anticipated to have an impact on homeland 
security. [4]. Many of these developments excite 
us, but we also want to focus attention to the ways 
in which AI might exploit maliciously. We 
examine such risks in depth so order to prevent or 
mitigate them, not only to avoid the related harms, 
but also to avoid delays in the implementation of 
AI's positive usesFigure-7 [23]. 

 

Figure-7 shows the malicious categories [23] 

Computer machines that operate on a big scale and 
affect huge groups of people can make important 
and sometimes debatable judgments. Automated 
choices can have an impact on a variety of things, 
including credit scores, insurance payouts, and 
health assessments. These types of automation can 
become problematic when they systematically 
disfavor particular groups or people. These are 
instances of diaspora [24]. 

Medicine is at a juncture in its development. With 
the growing integration of Artificial Intelligence 
(AI) into the healthcare profession, the decisions 
we make now will have a significant impact on the 
future care of our patients. Globally, demographic 
healthcare inequities persist, and the impact of 
medical prejudices on various patient groups is still 

being investigated by researchers. At a time when 
clinical trials are on the rise, whether we project 
existing unfairness into the future or whether we 
reflect on what we believe to be true and challenge 
ourselves to be better will be determined by how 
we move forward. AI provides an opportunity and 
a mirror for all professions to better their social 
effect, and the stakes for medicine could not be 
higher [25]. 

5.RESULTS 

Several research, review articles, and published 
reports on the issue have been peer-reviewed in the 
recent five years. Various regions have complained 
concerning malicious crime, and the same data has 
been examined using the k-NN algorithm for 
classification [26].  

 

 

 



Imdad Ali Shah et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 10(3), May - June  2021, 2550 – 2557 

2556 
 

6.CONCLUSION AND FUTURE WORK 

Machine Learning has quickly impacted modern 
society in a variety of ways, increasing the 
machine's role in comparison to diverse human 
roles. As AI's function expands, it is becoming an 
increasingly important aspect of every industry. 
ML has a unique capacity to quickly classify data 
and detect patterns. This is impossible to find using 
a human observer to discern trends. The focus of 
this study was about how transnational criminal 
groups and cybercriminals might be exploited AI 
Technology maliciously. AI is a field of study that 
has the potential to drastically alter society's usage 

of information technology, notably in terms of how 
personal data will be linked and how hackers will 
gain access to private lives. Experts of artificial 
intelligence dispute over how quickly the 
technology will advance; however, cognitive 
scientists agree that the technology will advance at 
a rapid pace. The goal of this study to peer-review 
last five year research articles and associated book-
chapters for dealing with malicious crime 
challenges, and the findings will be applied to 
machine learning algorithms. Furthermore, our 
research will pave the way for fresh research and 
professionals. It also needs to focus on resolving 
disagreements about AI. 
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