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ABSTRACT 
 
Over the past 18 months, COVID-19 is continuously causing deadly consequences 
and devastating economic situations around the world. The vaccinations are still not 
adequately mature and vaccinating all the people around the world is a long process. 
Moreover, there is a rapid generation of variants of COVID-19 that are difficult to 
handle promptly. The skyrocketing pandemic of COVID-19 has knocked down the 
regular lifestyle of everyone, from individuals to massive corporations. The health 
industry is overburdened by the increasing number of patients that they are 
receiving. Efficient and stable screening methods of this disease will help in 
speeding up the detection process and take appropriate measures to flatten the curve 
on this disease. There is a high demand for COVID-19 discovery frameworks where 
the existing approaches still have some drawbacks. The most commonly used 
methods such as RTPCR have drawbacks of high false-positive rates, costly special 
kits, providing delayed and less accurate test results. Therefore, other diagnostic 
methods are actively explored. In this scenario, Artificial Intelligence comes to 
utilization with its branch of deep learning. Convolutional neural networks (CNNs) 
are a class of deep learning that are utilized in analyzing images, including medical 
imaging like Chest X-rays. This paper aims to analyze the power brought by CNNs 
to medical imaging in solving the global problem of early identification of 
COVID-19 in potential patients by analyzing their X-ray scans. Moreover, the entire 
process of image acquisition and analysis, its positive impact by minimizing 
asymptomatic patient contact with others and increasing the efficiency of the work 
environment at the frontline hospitals is discussed. The test results in this study 
showed that an accuracy of 95.11% was obtained on a dataset of 2905 images and an 
accuracy of 96.07% was obtained on an augmented dataset of 9337 images to detect 
Covid-19 in X-ray images, thus proving that deep learning models work better if the 
size of the training dataset is increased.  
 
Key words: Convolutional Neural Networks, Deep Learning, CNN, COVID-19, 
Artificial Intelligence.  
 
1. INTRODUCTION 
 

A mysterious type of respiratory illness was initially reported to the WHO country 
headquarters from Wuhan City at the Hubei Province, China on the 31st of 
December, 2019. The analysis showed its similarity with viral pneumonia and the 
patients suffering from it showed symptoms of fever, cough, tiredness, and more. 
WHO declared this epidemic as an international public health emergency on the 
30th of January 2020. They referred to it as COVID-19 on the 11th of February 2020 
[1]. Another name of COVID-19 is- Severe Acute Respiratory Syndrome 
Coronavirus 2 (SARS-CoV-2).  Although in mild cases COVID-19 causes’ 
respiratory illness like fever and cough, in acute cases it triggers severe soreness in 
the air pods of the lungs that triggers trouble in oxygen exchange [2]. In various 
cases, several other symptoms are also witnessed such as the formation of mucus, 
mild to medium headache, hemoptysis, looseness of the bowels, and dyspnea [3]. 
The novel Coronavirus 2019, commonly known as COVID-19 has spread 
exponentially throughout the globe. Since its discovery at Wuhan, China in late 
December 2019, the current toll of active cases has reached 4,619,477 (as per World 
Health Organization statistics) and the death toll has reached 311,847 worldwide. 
Researchers are actively working on devising the most efficient mechanism to 
automatically screen COVID-19 patients. There is a critical requirement to identify 
patients who possess COVID-19 at the earliest so that the spread of this contagious 
disease can be controlled effectively and the great stress on the healthcare 
environment can be reduced. The reverse Transcription Polymerase Chain Reaction 
(RTPCR) diagnostic technique is commonly applied globally as a standard test for 
the detection of Covid-19. However, due to the high influx of patients, a limited 
amount of test kits available in the majority of the countries that resulted in a delayed 
result provision, and the high false-positive result rate of RTPCR technique, other 
detection methods using medical imaging like deep learning techniques are worthy 
of exploration. Computed Tomography (CT) scans, that are utilized by arrangement 
and prediction of Corona Virus features demonstrated accurate results in predicting 
asymptomatic patients [4]. Research has also proven that the sensitivity of Chest CT 
is high as compared to the RT-PCR test [5]. Additionally, a Chest X-Ray (CXR) is a 
widely utilized radiograph for image test diagnosis. Chest radiographs (CXRs) are 
more useful for diagnosing several conditions affecting the chest [6]. Till now, 
several models have been suggested to detect COVID-19 in the Chest X-ray scans 
with the usage of image pre-processing and various deep learning techniques. Chest 
X-ray scans are one of the most commonly captured medical image types, their 
machines are extensively available in the majority of the hospital settings, and the 
scans are comparatively cheaper than other types. Therefore, success in detecting 
COVID-19 from X-ray images will solve various other problems. In the current 
scenario chest, x-ray images are used for the diagnoses of COVID-19 through 
frameworks that utilize deep learning techniques [7], [8], [9]. These models can be 
used as an alternative to the PCR methods.  
 

 

Convolutional Neural Networks (CNN) is a domain that is derived from Deep 
Learning, which is a branch of Machine Learning that works by extracting features 
and self-learning to recognize the input images. Machine Learning lies under the 
umbrella of Artificial Intelligence that is a term introduced by John McCarthy, in 
1995, during the Dartmouth Conference which focuses on machines that possess 
cognitive abilities like humans [10]. A CNN comprises an input, output, and various 
hidden layers that convolve using multiplication and dot products. Convolutional 
Neural Network algorithms use convolving filters and multiple layers to extract and 
learn features from an image a large number of features can be extracted using a 
higher quantity of tiers [11]. 

Hyperparameter tuning and utilization of static vectors help to achieve more 
accurate results [12]. CNN architecture is divided into feature learning and 
classification sections. The Feature-learning portion extracts the features from an 
input image based on its convolutional layers and ReLU function, and pooling 
algorithms. The classification layers then take the features and classify them. The 
convolutional layer creates a feature map from the input images using filters that are 
two-dimensional matrices, instead of assigning any convolutional weights or 
weighted sums. Moreover, the pooling tier works to decrease the dimensions of the 
image. The workflow that a typical CNN works in, where it takes an input, applies 
feature learning and classification to identify the object in the input image. 

This study aims to investigate the performance and accuracy of the recently 
proposed CNN models that detect COVID-19 disease by a thorough investigation of 
chest X-ray scans and state their level of success, limitations, and failure rate in 
doing so. The input parameters, architectural frameworks used for transfer learning, 
methodology, and the adaptability of the models will be reviewed. Furthermore, this 
paper analyzes how accurate the results of such frameworks are and how adaptable 
they are, by considering their drawbacks and advantages. 

The central aims of this study are as follows: 
• Analysis of CNN models for detection of COVID-19. 
• Analysis of Accuracy and performance of various models utilized. 
• The adaptability of the proposed mechanism. 
The paper is presented in a total of five folds. Section 1 presents the details of the 

Socioeconomic and environmental impacts of the COVID-19 pandemic and the 
relevant research that ended with the gap analysis. The next section 2 is the review of 
a significant state-of-the-art research article. Section 3 includes the proposed 
approach with implementation details followed by experimentation section 4. The 
next section 5 is the Discussion and Future Work. The last section 6 is the conclusion 
that infers the knowledge gathered from this study and the future direction that can 
be followed. 
 
2. LITERATURE REVIEW 
 

Since the outbreak, scientists and researchers are actively working to explore the 
potential of medical radiographs like X-ray scans to detect COVID-19.  

Linda et al. [13] developed a framework COVID-Net which makes three 
predictions on CXR images that they do not have any infection have a 
non-COVID-19 infection, and that have COVID-19 infection.  The dataset utilized, 
COVIDx, contains 13800 CXR images across 13,725 patients which were generated 
by combining three publicly available datasets. COVIDx comprises 183CXR images 
from 121 COVID-19 confirm patients’ instances, the rest of the images are from 
8,066 normal patients, and 5,538 non-COVID-19 pneumonia patients. After 
pre-processing of the ImageNet dataset, COVID-Net was trained on COVIDx with 
the use of Adam optimizer and tuning the following hyperparameters: learning rate, 
epochs, batch-size, factor, and patience. The initial COVID-Net model was assessed 
using Keras and TensorFlow. The quantitative analysis depicts an accuracy of 
92.6%, sensitivity of 87.1%, and positive predictive value (PPV) of 96.4% on 
COVID-19 cases. The good results show that this CNN model can be used for early 
detection of COVID-19 and help healthcare works take appropriate measures 
efficiently. Tulin et al. [14] proposed a framework that provides binary classification 
as COVID or No-Findings or multi-class classification as COVID or No-Findings or 
Pneumonia using chest X-ray images which can be used to validate the initial 
screening of the patients. The authors used the DarkNet model for base architecture 
and applied Adam optimizer to update weights, cross-entropy loss events, and a 
learning rate of 3e-3. Outcomes show an accuracy of 98.08% and 87.02% for binary 
and multi-class cases respectively. 

Asmaa et al. [15] proposed a model by using a previously designed CNN model, 
DeTrac (Decompose, Transfer, and Compose), which is capable of handling 
irregularities in the data repository by decomposing them. DeTrac has three phases, 
deep feature extraction using pre-training of the CNN of DeTrac and decomposition 
using class decomposition layer, training using gradient descent, and refinement of 
the final classification. Data from several hospitals are taken to conduct the study 
and results show that accuracy is 95.12%, sensitivity 97.91%, specificity 91.87%, 
and precision 93.36%.  

Lawrence et al. [16] created a new model with an amalgam of ResNet-50, VGG16, 
and a new small CNN. VGG16 comprises 16 layers, and ResNet-50 has 50 layers 
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that were used without any changes. The authors replaced the last layer of VGG with 
a layer containing global average pooling, 65 connected layers with dropout, and a 
final sigmoid output layer. Ezz et al. [17] demonstrated the result of their study on 
the public dataset by Dr. Joseph [18] and Dr. Adrian that contains a total of 50 X-ray 
Images, with 25 normal instances and 25 COVID-19 positive instances. The 
learning rate applied to the DCNNs used in this study is e^-3, the mini-batch size is 
7, and the epochs count is 50. Moreover, they are trained using Stochastic Gradient 
Descent (SGD) for better convergence and efficient run time. After comparative 
analysis VGG19 and DenseNet201 architectures are recommended. Muhammad et 
al. [19] proposed an architecture, named COVID-ResNet by fine-tuning a 
pre-trained ResNet-50 model that can feed images of size other than that on which it 
is trained thus increasing efficiency by decreasing epochs count. Therefore, the 
images are resized and input, then normalized using channel mean and standard 
deviation as per ImageNet samples. The proposed models showed an accuracy rate of 
96.23% on all classification levels, at epoch’s count of 41, and progressive learning 
rate optimization starting from 1e-3, and for adam optimizer the mini-batch size was 
32. 

Asif et al. [20] proposed a system by training a DCNN on a dataset containing 310 
CXR images from normal patients, 330 CXR images from patients of bacterial 
pneumonia, 327 CXR images of viral pneumonia, and 284 CXR images of 
COVID-19 patients. The proposed framework, called CoroNet, is established 
through Xception CNN that contains 71 CNN layers pre-trained on ImageNet data. 
The authors applied transfer learning to avoid overfitting and added a drop-out and 
2 connected layers at the end. Moreover, learning of 0.0001, batch size of 10, and 
epoch count of 80 were applied. The results showed an accuracy of 89.5%. 

Muhammad et al. [21] presented a CNN model after analyzing four CNN 
architectures that were pre-trained to segregate images as normal or pneumonia 
patients. The dataset was used in a mixture of publicly open data repositories 
containing 190 scans of COVID-19, 1345 scans of viral pneumonia, and 1341 scans 
of normal CXR. The author used ResNet18 and DenseNet201 for this study to 

conduct two classification procedures: two and three classifications on models 
without augmentation and the same using augmentation. Results show best 
performance on SqueezeNet architecture with  an accuracy of 98.3%, specificity of 
100%, sensitivity of 96.7%, and precision – 100% for normal class, and accuracy = 
98.3%, sensitivity = 96.7%, specificity = 99%, and precision = 100% for COVID-19 
class. Ali et al. [22] proposed an early detection model to prevent the spread of 
COVID-19 by taking appropriate measures. The study analyzed pre-trained 
architectures ResNet50, InceptionV3, and InceptionResNetV2. Results of the study 
show that ResNet50 performs best with an accuracy of 98%, where InceptionV3 
shows the accuracy of 97% and InceptionResNetV2 shows 87% accuracy. 

Loannis et al. [23] analyzed VGG19, MobileNet V2, Inception, Xception, and 
Inception ResNet v2. Hyperparameter tuning with Mini batch size 64 and epochs 
count 10, and 3 class validation and COVID-19 classification showed that 
performance of MobileNet v2 was highest with 2 class Accuracy = 96.78%, 3 class 
accuracy = 94.72% sensitivity= 98.66%, and specificity = 96.46%. Prabira et al. [24] 
proposed a framework based on ResNet-50 and SVM by conducting training over 
open datasets available on GitHub, Kaggle, and Open-ai of CXR images, the data is 
split into 60:20:20 ratio for training, validation, and testing. The study showed the 
best performance of ResNet50 and SVM with an accuracy of 95.38%, FPR of 
95.52%, an F1 score of 91.41%, and MCC and Kappa of 90.76%. Parnian Afshar et 
al. [25] presented a framework, COVID-CAPS, that utilizes external data 
containing 94,323 X-ray images of thorax diseases, containing 4 Convolutional 
layers and 3 capsule layers, Adam optimizer with learning rate starting from 10^-3, 
epochs count 100 and mini-batch size 16. Results show accuracy 95.7%, sensitivity 
90%, specificity 95.8%, and AUC 0.97. Table 1 shows the state-of-the-art research 
studies conducted since the start of the year 2020 while Table 2 shows the 
parametric-based Comparative Analysis of Literature Review.  

 
 

Table 1: Models for detecting COVID-19 in X-Ray images 
Sr# Title and Author [ 

2020] 
Dataset Model Details Hyperparamet

ers 
Validations Classification Limitations 

and future 
work 

1 COVID-Net: A 
Tailored Deep 
Convolutional 

Neural Network 
Design for 

DetectionofCOVI
D-19CasesfromCh
estX-RayImages by 

Linda et al. [1] 

COVIDx – 13800 
chest x-ray images, 

containing 183 
COVID patient 

images. 

ImageNet for 
pertaining 

Learning rate = 
2e-5, epochs = 
22, batch-size= 
8, factor = 0.7, 

patience = 5 

The initial 
evaluation 
was done 

using Keras 
and Tensor 

flow, whereas 
generative 

synthesis was 
applied for 
building. 

3 class 
classification 
(COVID-19, 
Non-COVID-

19, and 
Normal) 

Limited 
dataset of 

COVID-19 
patients 

limits the 
training 

capacity of 
Corvid-Net. 

2 Automated 
detection of 

COVID-19 cases 
using deep neural 

networks with 
X-ray images by 
Tulin et al. [2] 

Open dataset by 
Cohen [J.P. Cohen, 
COVID-19 Image 
Data Collection, 

2020. 
https://github.com/

ieee 
8023/COVID-ches
t X Ray-dataset] 

DarkNet 
classifier,17 

convolutional 
layers along with 

filtering 
(BatchNorm) on 
each layer, one 
flatten, and one 

linear layer. 

Gradually 
increased in 

filters to 8, 16, 
and 32 an nd 
basic DarkNet 

parameters as 19 
CNN layers 

using Maxpool, 
learning rate 
3e-3, Adam 
optimizer is 
utilized for 
updating 

weights, and 
cross-entropy 
loss function. 

The model is 
assessed by 
radiologists 

1.Binary 
Class:(COVID

-19 vs 
No-Findings) 

2. 
Multi-Class(C

OVID vs 
No-Findings 

vs Pneumonia) 

Validate on 
more 

images, 
compare the 
performanc

e of the 
model on 

CT images 

3 Classification of 
COVID-19 in chest 
X-ray images using 

DeTraC deep 
convolutional 

neural network by 
Asmaa et al. [3] 

Data from various 
hospitals and 

institutions are 
collected. A total of 

80 normal CXR 
from the Japanese 

Society of 
Radiological 

Technology and 
105 CXR and 11 

Coronavirus 
samples and SARS 

samples were 
taken. 

Decompose, 
Transfer, and 

Compose 
(DeTraC) 

paradigm is used 
along with the 

ImageNet 
pre-trained 

ResNet model 

Fine-tuning on 
parameters is as 

follows: 
Learning rate 
0.0001 for all 

except last layer 
(0.01), mini 

batch size = 64, 
epochs = 256, 
weight decay = 
0.001 to prevent 
overfitting, and 
momentum =0.9 

The model is 
evaluated 
through a 
confusion 
matrix to 

analyze its 
accuracy, 

specificity, 
sensitivity, 

and precision. 

3 
classifications 

(Normal, 
COVID19, 

SARS) 

Presence of 
irregularity 
in medical 
imaging. 

4 Finding 
COVID-19 from 

Chest X-rays using 
Deep Learning on 
a Small Dataset by 
Lawrence et al. [4] 

Dataset of 135 
CXR images of 

COVID-19 
patients, and 320 
CXR images of 

viral and bacterial 
pneumonia 

patients 

Pre-trained DNN, 
ResNet50 VGG16 
have tuned along 
with a new CNN 

VGG16 and 
ResNet50 by 
replacing the 
last layer with 
global average 
pooling, and 64 
connected units. 

Learning rate 
0.0001 and Max 
learning rate = 

0.001 

10 fold 
cross-validati

on using 
ResNet50 

on 3 classes 
(COVID-19, 
Pneumonia, 
and Normal) 

The study 
has 

limitations 
due to the 

lack of 
information 
and small 

dataset size. 
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5 COVIDX-Net: A 
Framework of 
Deep Learning 
Classifiers to 

Diagnose 
COVID-19 in 

X-Ray Images by 
Ezz et al. [5] 

50 CXR scans with 
25 Coronacirus 
patients CXR 

scans. 

COVIDX-Net 
which is an 
amalgam of 
VGG19, the 

second edition of 
Google 

MobileNet, 
DenseNet’-- and 

each layer applies 
normalization to 

classify the 
images as COVID 

positive or 
negative 

80:20 ratio of 
X-ray images for 

training and 
testing. 

Cross-validati
on through a 

confusion 
matrix 

binary 
classification 
(Normal and 
COVID-19) 

Clinical 
testing has 

to be 
performed. 

6 COVID-ResNet: A 
Deep Learning 
Framework for 
Screening of 

COVID19 from 
Radiographs by 

Muhammad et al. 
[6] 

 

Publicly open 
COVID-19 dataset 
containing 5941 

CXR images 
segregated into 
no-infection, 

bacterial 
pneumonia, viral 
pneumonia, and 

COVID-19 
positive classes. 

Radical resizing, 
and cyclic 

learning rate 
tuning on 
ResNet50 

Images are 
resized to 

128*128*3, 
224*224*3, and 

229*229*3. 
Epochs are set to 

41 

A confusion 
matrix was 
utilized for 

validating the 
architecture 

4 class 
classification 

(Normal, 
Bacterial. 
Viral, and 

COVID-19) 

To declare it 
appropriate 
for clinical 

use, 
training on 

a larger 
dataset is 
required. 

7 CoroNet: A Deep 
Neural Network for 

Detection and 
Diagnosis of 

Covid-19 from 
Chest X-ray 

Images by Asif et 
al. [7] 

A Dataset of a total 
of 1300 images is 
generated through 
an amalgam of 2 
publicly available 

datasets on 
github.com by 
Joseph and the 

other one is 
available on 
Kaggle.com. 

The proposed 
model CoroNet is 

tested and 
validated on an 
80%:20% ratio. 

The base 
architecture 
utilized is 
Xception 

Learning rate 
applied is 

0.0001, batch 
size =10, and 

epochs count = 
80. 

Validity was 
found through 

a confusion 
matrix 

4 types of 
infections 

(COVID-19, 
Normal, 
Bacterial 

Pneumonia, 
and Viral 

Pneumonia) 

Lack of 
training 

data 

8 Can AI help in 
screening Viral 
and COVID-19 
pneumonia? By 

Muhammad et al. 
[8] 

A dataset was 
generated by 

mixing 3 public 
data containing 
190 COVID-19, 

1345 viral 
pneumonia, and 

1341 normal CXR 
scans 

The proposed 
model employs 
tuned ResNet18 

and 
DenseNet201, 

and SueezeNet. 

Momentum 0.9, 
mini-batch size 
16, and learning 
rate 0.0003 were 

utilized. 

The validation 
is done using 

5-fold 
cross-validati

on. 

scheme1 
(Normal and 
COVID-19), 

 
scheme 2 
(Normal, 
Viral, and 

COVID-19) 

- 

9 Automatic 
Detection of 
Coronavirus 

Disease 
(COVID-19) Using 
X-ray Images and 

Deep 
Convolutional 

Neural Networks 
by Ali et al. [9] 

 

Dataset used 
contains 50 CXR 

scans of 
Coronavirus 
patients from 

GitHub by 
Dr.Joseph Cohen 

and 50 normal 
patients CXR from 

the Kaggle 
database 

Three models are 
presented based 
on pre-trained 
architectures 
ResNet50, 

InceptionV3, and 
InceptionResNet

V2 

Transfer 
learning was 

used with a 30 
epoch count. 

The analysis is 
done using 
ROC and 

5-fold 
cross-validati

on. 

Binary 
classification 
(Normal and 
COVID-19) 

A limited 
number of 
the dataset 

is the 
limitation of 

this study 

10 Covid�19: 
automatic 
detection 

from X�ray 
images utilizing 
transfer learning 

with convolutional 
neural networks by 
Ioannis et al. [10] 

 

contains 1427 
CXR scans with 
224 Coronavirus 

patients &700 
bacterial 

pneumonia, & 504 
normal 

patients,dataset2 
contains 

224images of 
COVID-19 

patients, 714 
bacterial,pneumoni

a, &504 normal 
patients 

The base 
architectures 

VGG19, 
MobileNet V2, 

Inception, 
Xception, and 

Inception ResNet 
v2 are utilized 
with dropout 

layers and adam 
optimizer 

Mini batch size 
64 and epochs 

count 10 

Validation is 
done using 3 

class accuracy 
and 

COVID-19 
accuracy and 
performance 
is measure 

using a 
confusion 

matrix 

3 types of 
images 

(COVID-19, 
Pneumonia, 
and Normal) 

Limited 
patient data 

11 Detection of 
coronavirus 

Disease 
(COVID-19) based 
on Deep Features 
by Prabira et al. 

[11] 

Data is gathered 
from Kaggle, 

Github, and Open 
ai public 

repositories 

Deep features of 
nine pre-trained 

CNN 
architectures are 

extracted and 
passed to SVM 

classifier for 
analysis 

100 individual 
simulations are 

applied 

Statistical 
analysis is 

done upon the 
accuracy, 

sensitivity, 
and specificity 

of the 
architectures 

under 
consideration 

binary 
classification 
(COVID-19 + 

and 
COVID-19 -) 

Dataset is 
limited 

12 COVID-CAPS: A 
Capsule 

Network-based 
Framework for 
Identification of 
COVID-19 cases 

from X-ray Images 
by Parnian Afshar 

et al. [12] 

External data 
containing 94,323 

Xray images of 
thorax diseases 

The proposed 
model, 

COVID-CAPS 
contains 4 

Convolutional 
layers and 3 

capsule layers 

Adam optimizer 
with learning 
rate starting 
from 10^-3, 
epochs count 

100 and 
mini-batch size 

16 is used 

Confusions 
matrix is used 
to validate the 
performance 

- Lack of 
dataset is 

the 
limitation 
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Table 2: Parametric Comparative Analysis of Literature Review 
No Title and Author [ 2020] Accuracy Sensitivity Specificit

y 
Precision Other Parameters 

1 COVID-Net: A Tailored Deep 
Convolutional Neural Network 

Design for Detection of 
COVID-19 Cases from Chest 

X-Ray Images by Linda et al. [1] 

92.6% 87.1% - - Positive predictive value 96.4% 

2 Automated detection of 
COVID-19 cases using deep 
neural networks with X-ray 
images by Tulin et al. [2] 

Accuracy= 
98.08% and 
87.02% for 
binary and 
multi-class 

cases 
respectively. 

- - - - 

3 Classification of COVID-19 in 
chest X-ray images using 

DeTraC deep convolutional 
neural network by Asmaa et al. 

[3] 

Accuracy 
=95.12% 

97.91%, 91.87% Precision(fracti
on of relevant 

instances 
among the 
retrieved 
instances) 
93.36% 

- 

4 Finding COVID-19 from Chest 
X-rays using Deep Learning on 
a Small Dataset by Lawrence et 

al. [4] 

Accuracy = 
91.24%, 

True 
positive rate 

= 0.7879 

- - False-positive rate(number of 
negative events wrongly categorized 
as positive) 6.88% and AUC (Area 

Under Curve) = 0.94 

5 COVIDX-Net: A Framework 
of Deep Learning Classifiers to 
Diagnose COVID-19 in X-Ray 

Images by Ezz et al. [5] 

- - - - VGG19 and DenseNet 
demonstrate 0.89 and 0.91 f1 
classification scores (balance 
between the precision and the 
recall). Whereas, Inception 

showed inappropriate results with 
0.67 f1 scores for normal patients 
and 0.00 for Coronavirus patients. 

6 COVID-ResNet: A Deep 
Learning Framework for 

Screening of COVID19 from 
Radiographs by Muhammad et 

al. [6] 

Accuracy 
rate 

achieved 
in 96.23% 

- - - - 

7 CoroNet: A Deep Neural 
Network for Detection and 

Diagnosis of Covid-19 from 
Chest X-ray Images by Asif et 

al. [7] 

Accuracy 
= 89.5% 

Recall rate= 
100% 

- Precision = 
97% 

 

- 

8 Can AI help in screening Viral 
and COVID-19 pneumonia? 

By Muhammad et al. [8] 

Accuracy 
= 98.3%, 

for 
scheme1, 

and 
accuracy = 
98.3%, for 
scheme 2 

96.7% for 
scheme1 

And 96.7% 
for scheme 2 

100% 
for 

scheme1 
&99% 

for 
scheme 

2 

precision – 
100% for 

scheme1 &  
precision = 
100% for 
scheme 2 

- 

9 Automatic Detection of 
Coronavirus Disease 

(COVID-19) Using X-ray 
Images and Deep 

Convolutional Neural 
Networks by Ali et al. [9] 

Results 
show that 
ResNet50 
performs 
best with 
accuracy 

98%, 
where 

Inception
V3 shows 
accuracy 
97% and 

InceptionR
esNetV2 

shows 87% 
accuracy 

- - - - 

10 Covid�19: detection 
from X�ray images by transfer 

learning with convolutional 
neural networks. [10] 

MobileNet 
v2 

demonstrat
es high 2 

class 
Accuracy 
= 96.78%, 

3 class 
accuracy = 

94.72% 

98.66%,  on 
3 class 

96.46% 
on 3 
class 

- - 

11 Detection of coronavirus 
Disease (COVID-19) based on 
Deep Features by Prabira et al. 

[11] 

ResNet50 
and SVM 
with an 

accuracy of 
95.38% 

- - - FPR score 95.52%, and F1 score 
91.41%, and MCC(quality of 

binary classifications) and 
Kappa(how closely the instances 

classified matched the data labeled 
as ground truth) of 90.76% 

12 COVID-CAPS: A Capsule 
Network-based Framework for 

Identification of COVID-19 
cases from X-ray Images by 
Parnian Afshar et al. [12] 

Results 
show an 

accuracy of 
98.3% for 
pre-trained 
COVID-C

APS 

80% 98.6% - - 
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A study of literature shows that the SqueezeNet model demonstrates better 
performance for COVID-19 detection in X-ray Images using transfer learning. In 
the next section, we propose a model to analyze the performance of the model on a 
smaller dataset in comparison to a larger dataset. 
 
3.  PROPOSED APPROACH 
 
The literature analysis conducted in this study showed that most of the researchers 
proposed architectures based on the previous convolutional neural networks used in 
medical imaging. Explicitly, the process of Transfer Learning was adopted. Transfer 
learning is a method that utilizes a prototype trained earlier for a particular setting 
and modifies it, by replacing its final layers, to improve it to be used in another 
setting. Then, the model is trained and its accuracy is assessed. This is the most 
suitable technique in the current scenario where although a large number of patients 
are suffering from COVID-19, the publicly available data set is very limited, thus 
causing hindrance in research work. Figure 1 shows the way transfer learning is used 
to develop custom architectures from pre-trained models like AlexNet [26], 
SqueezeNet [27], and VGG.     
 

 
Figure 1: Process of Transfer Learning used for Pre-trained Convolutional Neural 

Networks 
 

For this purpose, pre-trained models utilizing ImageNet [28], that is a data 
repository generated for utilization in visual object identification software research, 
classifier, DarkNet [29], that is an open-source neural network framework to train 
neural networks, classifier, ResNet [30] model, also known as Residual Networks 
that allows training deep neural networks with 150+layers, VGG, also known as 
Visual Geometry Group model that achieves around 92.7% after training on 
millions of images, and SqueezeNet, that is a Deep Neural Network designed for 
computer vision in 2016 were utilized. Results showed that SqueezeNet outperforms 
other models. 
SqueezeNet [27] was developed by a group of researchers from the University of 
California, Berkeley, and Stanford University, at Deep Scale. The main aim was to 
achieve ease in transmission over computer networks, high suitability to deploy on 
hardware having limited memory, and the creation of a smaller neural network. This 
resulted in a model that has 50 times fewer parameters with the same accuracy as 
AlexNet and around 0.5MB model size. SqueezeNet is designed to switch 3x3 filters 
with 1x1 filters as they contain 9 times fewer parameters. But it is not possible to 
create a CNN with a 1x1 filter, thus, 3x3 filters are used in the fire module of the 
model. The fire module is the base for building this model, it contains two layers: a 
squeeze layer, also known as a bottle-neck layer, and an expand layer, each 
containing convolutional filters which can be decided according to the framework 
being developed. Moreover, with the help of the fire module, delayed 
down-sampling is utilized on the spatially larger activation map of the CNN, so that 
important features are not lost from the dimension of the feature map earlier in the 
network additionally, similar to network compression which was traditionally 
applied to larger networks like AlexNet and VGG only. Figure 2 shows the layers of 
the fire module of SqueezeNet which is a notable part of the model also referred to as 
the building block of the CNN. It consists of a squeeze layer and an expand layer as 
shown in the figure.  

 
Figure 2: Fire Module of SqueezeNet 

 
Deep neural networks usually perform best in larger datasets rather than smaller 
ones. For this research, the transfer learning model is analyzed on two sizes of 
datasets. First, a dataset is generated, by an amalgam of three public datasets, 
containing a total of 219 Covid19 Images, 1341 Normal Chest Xray images, and 
1345 Pneumonia Images. Second, a training set of 2600 images of each category was 
used to train and validate four state-of-the-art pre-trained deep CNNs. The 
assessment was based on 2 schemes (normal and COVID-19 pneumonia; and 
normal, viral pneumonia, and COVID-19 pneumonia). The results of 
experimentation showed an accuracy of 95.11% 

Due to the novelty of COVID-19, there is a lack of enough datasets, thus we 
generated another dataset through an amalgam of publicly available datasets and 
preprocessed. 
First, a dataset was generated, by an amalgam of three public datasets selected from 
github.com and Kaggle.com [31] [32]. The new images were resized to 1024x1024 
and converted from jpg to png, then merged with the images of the older dataset. The 
new dataset which we obtained by following these steps included a total of 795 
Covid19 images, 1341 Normal Chest X-Ray Images, and 5618 Pneumonia images. 
The training set, which is the set of pairs of input patterns with corresponding 
desired output patterns, and the Test set, which is a set of examples used only to 
assess the performance of a fully specified classifier, were separated. Details of the 
assessment are provided in the next section of experimentation. 
4. EXPERIMENTATION 
The assessment is based on 2 schemes (normal and COVID-19 pneumonia; and 
normal, viral pneumonia, and COVID-19 pneumonia). The pre-trained SqueezeNet 
model was selected for experimentation. This model showed high accuracy in 
state-of-the-art CNN models for detecting COVID-19. Experimentation was 
conducted on the training and test set. Finally, the performance was evaluated using 
the performance metrics known as accuracy defined as the number of correct 
predictions made by the model.  
 
The experiment was conducted following 650 iterations and in 5 training cycles 
denoted as epochs where 130 iterations per epoch are used for validation. A 
maximum of 650 iterations is used. A single GPU machine is used for 
experimentation purposes. The training result of 650 iterations is shown in Figure 3.  
 
 

 
Figure 3: Training Result of 650 iterations 
 
The experimentation showed an accuracy of 95.11% that was obtained on a dataset 
of 2905 images and an accuracy of 96.07% was obtained on an augmented dataset of 
9337 images to detect Covid-19 in X-ray images. In the image input layer of [227 
227 3], the Input size is used with an average image of [1*1*3 single]. The zero 
center normalization method was used. Accuracy results are shown graphically in 
Figure 4.  
 

 
Figure 4: Accuracy Results 
 
5. DISCUSSION AND FUTURE WORK 

The advancement in software applications is leading to the exploration of various 
areas including health care, manufacturing industry, and so on [33]-[42]. The 
speedy advancement of the strong branches of artificial intelligence in the field of 
medical imaging and the improving performance of deep learning approaches in the 
detection of COVID-19 has opened a gate for many more fruitful pieces of research 
to sprout. As shown in the study above, largely successful attempts have been made 
to increase efficiency and accuracy in the method of COVID-19 detection. Our 
research study has shown that the deep learning model generated by applying 
transfer learning on SqueezeNet shows high accuracy in the detection of COVID-19. 
Furthermore, our study shows that increasing the size of the training dataset 
increases the accuracy of the convolutional neural network.  

The detection of COVID-19 would enhance the safety of health providers by 
minimizing the direct contact of health practitioners with the patients, early 
detection of COVID-19 in patients will allow them to be quarantined without delay 
and reduce the chances of exposure of people around them. Moreover, the cost of 
expensive kits used in the PCR methods for the detection of this disease can be 
reduced by utilizing the commonly available X-ray scans. However, there are many 
positive and negative aspects of this field that needs to be addressed in the future. 
Some of them are stated as follows: 

First, the amount of trust put on the artificial intelligence techniques for better 
image acquisition with the least involvement of healthcare professionals needs to be 
enhanced utilizing a more advanced technique which would generate better image 
quality with the least radiation exposure of the patients through tuning the x-ray 
parameters. 
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Second, the probability of ambiguity of the medical images by depicting 
radiological signs is still high due to the limitation of processed data therefore, 
overfitting of the model conclusions may occur. Therefore, more data needs to be 
acquired to increase the quality of the results produced.   

Third, deep learning is proving to be a prevailing approach towards medical 
imaging by its performance of COVID-19 detection. However, these models require 
a vast amount of data that is not easily publicly available which is why transfer 
learning is used. Therefore, efforts need to be made to publish completely and 
accurately labeled data for training deep learning models and broadening the scope 
of this field. 
   . 
6. CONCLUSION 
 

COVID-19 has implied immense damage to medical health and economic bodies 
around the globe. Even with the discovery of the vaccine, the spread has been 
unstoppable so far due to different reasons including the generation of several deadly 
variants of coronavirus. To stop the spread of this disease, we need to explore the 
methods of early detection of COVID-19 in potential patients. This study 
demonstrates the significance of deep learning techniques by utilizing convolutional 
neural networks for the diagnosis of COVID-19. The analysis shows that transfer 
learning is a decent approach for detecting COVID-19 in X-ray images and 
classifying them based on Normal, Viral Pneumonia, and COVID-19 classes. 
Among the state-of-the-art substantial research work, SqueezeNet demonstrates the 
highest accuracy for this classification. In this research, we evaluated a SqueezeNet 
model on a smaller dataset consisting of 2905 images that showed an accuracy of 
95.11% and a larger dataset consisting of 9337 images that showed an accuracy of 
96.07%. The improvement in the accuracy level shows that deep learning models 
perform better if the training datasets are larger. 

The overall benefit of deep learning models in this scenario is worth appreciating, 
where it can not only save many human lives by controlling the spread of the disease 
through early detection but also help in the reduction of extra costs by using the 
existing machines like X-ray machines available in the frontline hospitals globally. 
Therefore, it is important to blend the imaging data and the clinical manifestations 
to solve the issues faced during this pandemic by enhancing patients’ screening, 
disease detection, and optimizing resources. As a result, we conclude that 
computational intelligence is a greatly significant approach to perform highly 
accurate and optimized identification and screening of COVID-19 patients.  
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