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 
ABSTRACT 
 
Crowd counting or crowd estimating is a technique used to 
count the number of individuals in a specific scene or specific 
image. Manual counting of persons will become difficult 
when there is huge crowd density. So with upgrading 
technology, we need automation in this area. This problem 
occurs in many domains. For instance, counting the number of 
people in a musical concert, counting the number of devotees 
in a temple, counting the number of audience in a cricket 
stadium. Currently, CNN architecture is widely using in many 
computer vision-based applications. Crowd counting is one 
such application. We present a modified counting convolution 
neural network with a density map to achieve our task. The 
challenges, like partial occultation, overlapping of peoples in 
an image may be viewed as a hindrance for counting the 
crowd. These challenges don’t be an obstacle to our proposed 
model. Our CSR-Net Model takes the image as input and from 
the input image it creates a density map based on the ground 
truth values generated from the image and from the generated 
density map we predict the total count of people presented in 
the image. We trained our model using ShanghaiTech Dataset 
 
Key Words:  CSR-Net , CNN , Architecture , Density Map , 
Ground Truth , Predict 
 
1. INTRODUCTION 
 
There are many techniques are presented for predicting the 
people in an image. We developed a better solution for crowd 
counting to a congested scene image. Present approaches for 
congested scene analysis are developed based on simple 
crowd counting techniques (It is just like a moving detector it 
just returns the count of people who is easily identified). But 
for the congested scene images like the images are shown 
here, this simple approach cannot analyze all people in the 
given image, so if we create the density map for the targeted 
image then we get a more accurate result for the given image. 
The distribution map helps us to get more accurate and 
comprehensive information, which could be critical for 
making correct decisions in high-risk environments. We have 
seen several techniques to create a distribution map and it’s a 
challenging task to generate an accurate distributed pattern. 
 
 
 

 

Crowd-Image 
 

 
 

Density Map 
 

 
 
Crowd-Image containing 1148 people in the dataset ShanghaiTech 
Part A, Image in second row shows the distributed map generated 
for the Crowd-Image 
One major issue can be seen in predicting style, where the 
generated result values follow pixel by pixel prediction, 
output density maps must include spatial coherence so that 
they can get the smooth transition between the nearest pixels. 
Also, the diversified scenes, for example, irregular crowd 
clusters and completely different camera views, would create 
the task difficult, particularly for exploitation new ways 
without using DNNs. The recently developed approaches on 
crowd counting depend on DNN-Based ways because of its 
high accuracy they achieved in semantic segmentation tasks 
[1, 2, 3, 4, 5] and also the significant progress they need to be 
created in visual prominence [6]. The bonus of exploitation 
DNNs comes from the greater hardware community whenever 
DNNs are quickly investigated and enforced on GPUs [7], 
FPGAs [8, 9, 10], and ASICs [11]. Among them, the 
low-power, small-size scheme is particularly appropriate for 
deploying congested scene analysis are largely supported by 
multi-scale architecture [12 ,13,14,15,16] they achieved high 
performance during these fields however the architecture they 
used additionally introduce to significant disadvantages once 

 
Crowd Counting Using CSR-Net Architecture 

Pragnyaban Mishra1, Raju2, Sai Rupa3, Pavithra4  
1 Associate Professor, Dept of CSE (KLEF) Green Fields, Vaddeswaram,India, pragnyaban@kluniversity.in 

2 CSE Student of 4th Year at KLEF, Green Fields, Vaddeswaram, India, rajukancharla21@gmail.com 
3 CSE Student of 4th Year at KLEF, Green Fields, Vaddeswaram, India, rupakonakanchi@gmail.com 

4 CSE Student of 4th Year at KLEF, Green Fields, Vaddeswaram, India, pavithrapolakam24@gmail.com 
 

    ISSN 2278-3091              
Volume 8, No.6, November – December 2019 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse13862019.pdf 

https://doi.org/10.30534/ijatcse/2019/13862019 
 

 

 



Pragnyaban Mishra et. al.,  International Journal of Advanced Trends in Computer Science and Engineering, 8(6),November - December 2019, 2762 - 2767 

2763 
 

 

networks go deeper: a great amount of training time and 
non-effective branch structure[17], In [20] they used logistic 
model for crowd counting and [21] using segmentation map 
guidance they counted the crowd. 
We designed our model using CSR-Net architecture for crowd 
counting and for generating the accurate density maps. Not 
similar to the current works like [12, 13] because they use the 
Deep-CNN as additional, we mainly focused on designing a 
density map generator based on CNN. Our model's backbone 
is pure convolution layers that support the input image for 
flexible resolution. To reduce the network complexity, we 
used the small size of convolution filters in all layers. We 
expanded the first 10 layers from VGG-16[18] which acts as 
front-end to our model and we used back-end as dilated 
convolution layers which enlarges the interested fields and 
extract the required features without losing the 
resolutions(Because there are no pooling layers are presented) 
The remaining paper structured as follows. Section 2 -Related 
Work Section 3 - Proposed Solution and Section 4 – Result 
Section 5 – Conclusion 
 
 
2. RELATED WORK 

 
They are plenty of techniques for predicting the total number 
of people presented in an image, here are the few approaches 
that we studied. 
 
2.1 Detection Based Approach 
 
Here, we tend to use a moving window-like detector to spot 
individuals in a picture and return the total of identified spots. 
The strategies used for detection need well knowledge 
detectors which can extract low-level features. Though these 
ways work well for the detection of faces, they do not perform 
well on huddled pictures as most of the target objects aren’t 
visible 
 
2.2 Regression Based Approach 
 
In the above approach, we can’t get the low-quality features in 
an image. By using the regression-based technique we can 
overcome this issue. In the regression-based approach, Firstly 
the image is cropped in toPatches and for each patch features 
are extracted 
 
 
2.3 Density-Estimation Based Approach 
 
Even after using the regression-based approach we aren’t 
unable to identify some faces in the image, so here in the 
density estimation based approach, First it creates a 
distribution map for the given image and from that density 
map using the algorithm it maps between the extracted 
features and the density map.  
 
2.4 CNN Based Approach 
 
On seeing the previous approaches better approach for 
predicting the count of people presented in an image. Unlike 

the regression-based approach where we create patches for the 
image and get the low-quality features, here we will build an 
end-to-end regression method using a convolution neural 
network. It processes the whole image and generates the count 
of people presented in the image. This approach will give 
better and more accurate results when compared to the 
previous approaches and this approach generates a quality 
density map 
 
2.5 Limitations of Advanced Approach 
 
Most recently, [12] proposed the Switch-CNN using a density 
level classifier to choose different regressors for particular 
input patches. Sindagi [13] present a Contextual Pyramid 
CNN, which uses CNN networks to estimate context at 
various levels for achieving lower count error and better 
quality density maps. These two approaches achieved better 
performance, and they use density level classifier and Multi 
column-based architecture. Anyhow, we noticed many 
disadvantages in these approaches one main disadvantage is 
the training of the model, It is very hard to train the model 
using this method.[17]. Such a distended network structure 
needs a lot of time to train the model (2) whereas 
multi-column architecture introduces unwanted things from 
its structure Section-1. Different columns seem to perform 
similarly without obvious differences. (3) Before sending a 
picture to multi column-based architecture both of these 
approaches need the density level classifiers. However, it is 
very hard to generate a density map which shows the accurate 
result of on congested scene, In a congested scene, the object 
pixel value changes highly. And also, It is more complicated 
to design and it causes unwanted values because of using the 
fine-grained classifiers. (4) For labeling the parameters to the 
input region and allocation of final parameters to the 
generation of distribution map, we need to spend more time 
on parameters. On viewing the structure of MCNN due to the 
lack of parameters it generates a very low quality of density 
map. 
By knowing all the disadvantages of these approaches we 
proposed a unique approach that extracts the maximum 
features from the given image and generates the density map. 
 
3. PROPOSED SOLUTION 

 
CSR-Net is a technique we implemented in our model, 
deploys a deeper CNN for capturing high-level features and 
generating high-quality density-maps without increasing the 
complexity of network 
 
3.1 CSRNet architecture 
 
This uses the VGG-16 as  the front end because VGG-16 has 
high abilities in transfer learning. The output from the 
VGG-16 is 1/8th of the given input size. And the CSR-Net 
uses a convolution layer as a back end called Dilated 
Convolution Layer. 
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Consider the below image: 

 

The concept behind this convolution layer is it increases the 
kernel size without increasing the parameters so that we can 
extract the low-quality features very easily. On incrementing 
the dilation rate you can see how it increases the kernel like in 
the above picture, so if you increase the dilation rate then we 
can extract the low-level features very easily. This can be used 
as a pooling layer 

Let’s consider a input-image x(m,n), a image-filter w(i,j), and  
assume the dilation rate as  r. The result y(m,n) will be: 

,݉)ݕ ݊) = 	෍෍ݔ(݉ + ݎ ∗ ݅	, ݊ + ݎ ∗ ,݅)ݓ(݆ ݆)
ே

௝ୀଵ

ெ

௜ୀଵ

 

We can conclude the given equation using a (k*k) kernel with 
a dilation rate r. The kernel increases to: 

 

The ground truth values are created for the image. Using the 
Gaussian kernel each person's head is blurred in the given 
input image and further the image is divided into a total of 9 
patches. 1/4th of the original image is contained in each patch 

4 quarters are cropped from the first 4 patches and random 
cropping will take place for the remaining 5 patches. Finally, 
the training set contains the double of the image from each 
patch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: Configuration on CSR-Net 
 

Configuration of CSR-Net 

A B C D 

input(unfixed-resolution color image) 

front-end (fine-tuned from VGG-16) 

conv3-64-1 
conv3-64-1 
max-pooling 
conv3-128-1  
conv3-128-1 

max-pooling 

conv3-256-1  
conv3-256-1  
conv3-256-1 
max-pooling 
conv3-512-1 
 conv3-512-1  
conv3-512-1 

back-end (four different configurations) 
conv3-512-1  
conv3-512-1 
conv3-512-1  
conv3-256-1  
conv3-128-1  
conv3-64-1 

conv3-512-2 
conv3-512-2 
conv3-512-2 
conv3-256-2 
conv3-128-2 
conv3-64-2 

conv3-512-2 
conv3-512-2 
conv3-512-2 
conv3-256-4 
conv3-128-4 
conv3-64-4 

conv3-512-4 
conv3-512-4 
conv3-512-4 
conv3-256-4 
conv3-128-4 
conv3-64-4 

 

conv1-1-1 
 
 
3.2 Training Details 
 
For training of the CSR-Net architecture completely, we use 
the stochastic Gradient Descent. The learning rate is fixed 
to 1e-6 during training and to differentiate the ground-truth 
value and generated density map we use the loss function as 
the Euclidean distance this is expressed as follow: 

(⊝)ۺ =
૚
૛ۼ෍ ܑ܆)܈||

ۼ

ܑୀ૚

;⊝)−  ૛૛||܂۵ܑ܈

Here N is the size of the trained patch and for the evaluation of 
model CSR-Net we use the MAE and MSE, they are 
expressed as follows: 

ܧܣܯ = 	
1
ܰ෍ ௜ܥ| − |௜ீ்ܥ

ே

௜ୀଵ
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Ci represent the predicted value 

௜ܥ = ෍෍ܼ௟,௪

ௐ

௪ୀଵ

௅

௟ୀଵ

 

Width of the density map is represented by L and W. 

For the given input image density map is generated, 0 
represents no person presented in the pixel. And the pixel 
value will set a pre-defined value if there is a person presented 
in the pixel and the total person’s presented in the image 
estimated based on the pixel values presented in the image 
 
 
4. Result 

 
In this section, the evaluation metrics are applied to our 
model, and then an excision study of ShanghaiTech Part-A 
dataset is used to test our model to analyze the configuration 
 
4.1 ShanghaiTech Dataset 
 
We have seen different datasets widely available on the 
internet but those datasets are not suitable for training and 
testing our model. ShanghaiTech Dataset suits for predicting 
count of people in an image. It has a total of 1198 images and 
a total of 330,165 people are presented in it. As far we studied 
only this dataset contains the number of people when 
compared to other datasets. It has two folders in it one is 
PART_A and another one is PART_B. In PART_A we will 
have a total of 482 randomly selected congested scene images 
from the internet and PART_B it contains a total of 716 
images where these images are captured from the high 
metropolitan areas in Shanghai city. And the bonus of this 
dataset is it has ground truth values for each image. In this 
dataset crowd presented in each image are completely 
different from one image to others. We used 300 images in 
PART_A for training our model and remaining 182 images 
for testing our model and from the PART_B we have chosen 
400 images for training and the remaining 316 images to test 
our model 
 
4.2 Excisions on ShanghaiTech Part-A 
 
In this part, we perform a cutting study to understand the 
different configurations of the CSR-Net Architecture on the 
ShanghaiTech Dataset PART_A [17]. It’s a challenging task 
to estimate the count of people presented in the 482 congested 
scene images with various positions and different resolutions. 
Which contains 241,667 individual persons. So we made four 
configurations that are shown as below table. Each 
configuration will have different dilation rates. CSR-Net A is 
one of the networks having the dilation rate of 1 and the 
CSR-Net B is the second network having the dilation rate of 2 
and the CSR-Net D is the fourth network having the dilation 
rate of 4 and the CSR-Net C is the third network having the 
dilation rate combination of both 2 and 4. We just want to try 

how well the dilation rate plays a role in the CSR-Net 
Architecture so we kept the remaining parameters are same. 
We trained the four network model using ShanghaiTech 
Dataset PART_A as we mentioned in section 3.2 and after 
training our model we tested our model using the evaluation 
metric process like we mention in section 3.2. Even after 
adding the dropout [19] there is no high improvement in our 
model so we didn’t add the dropout in our model. 
The detailed representation of our configuration model results 
are mentioned below and we noticed that in the CSR-Net B 
configuration we addressed the lowest error which means the 
highest accuracy is noticed in the CSR Net-B configuration, 
So we used CSR-Net B configuration to propose our model. 
 
Table 2: Comparison between models 
 

Architecture MAE MSE 
CSR Net A 69.4 115.4 
CSR Net B 67.8 114.6 
CSR Net C 71.2 120.54 
CSR Net D 75.6 120.78 
 
 

 

In the above image, the first part is the original image and the 
second part is the generated ground truth result and the third 
part is the generated density map 

Table 3: Comparison between PSNR and SSIM , Quality of  
density maps generated by CSR-Net in ShanghaiTech 
Dataset. 

Dataset PSNR SSIM 
ShanghaiTech Part-A 23.79 0.76 
ShanghaiTech Part-B 27.02 0.89 
 
5. CONCLUSION 

 
We proposed a better method for estimating count for the 
given congested scene using the CSR-Net Architecture. Using 
this Architecture a high quality density map is generated and 
on comparing different dilation rates we selected the best 
configuration and trained our model using ShanghaiTech 
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Dataset PART_A [300 images], PART_B [400 images] and 
tested our model with ShanghaiTech Dataset PART_A [182 
images], PART_B [316 images] and we noticed the highest 
accuracy 
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