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ABSTRACT 
 
TCP (Transmission Control Protocol), is a reliable transport 
protocol for the transport layer of TCP / IP model, it is the 
most used transport protocol since it implements panoply of 
mechanisms ensuring good data transfer. Nowadays, the 
internet knows a huge growth and therefore it becomes more 
and more difficult to guarantee the continuity of the services 
to a very large number of users. This is why a lot of research 
has been carried out in order to improve the functioning of 
TCP generally and congestion control more precisely. Several 
congestion control mechanisms have been proposed to 
improve the performance of TCP. But, it still suffers from 
unsatisfactory performances. This is why we will try in this 
article to conduct a study - based on the analysis of some 
metrics, packet drop, latency and throughput - for the analysis 
and comparison of the most powerful of the algorithms 
proposed in this sense (Tahoe, Reno, New Reno, Vegas, Sack, 
Fack), in order to identify their advantages and limits under 
congested environments. So, for the simulation we opted for 
the NS2 simulator by applying 24 different scenarios for each 
algorithm. The study showed that TCP Tahoe, Reno, New 
Reno and Sack are loss-based; they favor the loss of packets to 
guarantee a short latency. While TCP Vegas is delay-based; 
it’s recommended for applications that require reliable packet 
transfer. The results of this study will form the basis of future 
work on the development of a robust algorithm which 
combines both the advantages of the studied algorithms, and 
which has the power to share bandwidth fairly with 
aggressive algorithms such as TCP Reno in order to ensure a 
good congestion control. 
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1. INTRODUCTION 
 

WMNs 802.11s [1,2,3,4,5,6] are the evolution of the IEEE 
802.11 Wireless Local Area Network, it is based on the 
standard 802.11s, it's an innovative technology that provides 
miraculous solutions. It can serve a very large number of users 
by providing them a large bandwidth, low latency with very 
low costs.A wireless Mesh Network is a multihop wireless 
network, formed by the association of a certain number of 
nodes called STA, it is interconnected to the Internet by a set 
of gateways, and customer traffic is transported using a 

system multi-hop communication. An 802.11s mesh network 
device is labeled as a traffic-producing mesh station 
(STA).The STAs form meshes with each other, on which 
mesh paths can be established using a routing protocol. The 
nodes responsible for relaying frames are called Mesh Point 
(MP), the MP which is an access point is called Mesh Access 
Point (MAP), the MP can also allows the mesh network to be 
connected to another external network and in this case it is 
called Mesh Portal Point (MPP). Internet users demand 
continuous services with very high performance, and since 
the WMNs support heavy traffic load, this causes network 
saturation and subsequently long transfer delays and data loss 
causing congestion. Indeed, congestion occurs when traffic is 
generated whose load is greater than the network capacity, the 
buffers are full and the data is lost.In response to the 
congestion problem, several congestion management 
mechanisms have been developed. In this article we are 
interested in the solutions proposed within the framework of 
the TCP / IP model, more precisely the techniques aimed at 
improving the TCP protocol. 
TCP (Transmission Control Protocol) is the most used 
protocol in the transport layer due to its reliability. It has the 
power to transmit lost packets and in the right order, as it can 
manage the rate with which it sends and receives segments. 
Despite all the mechanisms at its disposal, TCP still needs 
improvements, it is in this sense that the network community 
has set up several state variables [7] making it possible to 
diagnose and adapt the state of the network. Among these 
variables: the acknowledgments (ack) informing the sender 
that the sent segment has reached successfully the destination, 
the constant of treshold (ssthresh) controlling the state of the 
network so that it is not congested, the congestion window ( 
cwnd) managing the data that the network is capable of 
handling…Therefore, for using these variables, several 
congestion management techniques have been developed in 
order to preserve the efficiency of the network and its 
reliability. The other parts of this paper are organized as 
follows: The second part is devoted to the description of some 
TCP variants, then we make a comparative study of the 
variants already discussed to draw their advantages and 
limits. And finally, we discuss the results obtained to make 
conclusions. 
 
2. OVERVIEW AND RELATED WORK  
 
The network community is in continuous quest to put end to 
the congestion problem. For this, several congestion control 
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techniques have emerged, deploying all of the network state 
variables already mentioned. Among others there is :  
Additive Increase Multiplicative Decrease (AIMD): Used to 
prevent congestion, in this technique we start by increasing 
the rate of sending data little by little as long as there is no 
congestion, in the presence of the latter we proceed to a 
sudden decrease. The disadvantage of this technique is that it 
is not suitable for high-speed networks since it does not allow 
the use of all of the bandwidth. Slow Start: we start slowly at 
the beginning of a connection [8], then we increase the rate of 
sending data rapidly exponentially until the value of the 
congestion window reaches that of the threshold constant 
ssthresh. At this point, we wait for a round trip time RTT to 
increase the congestion window (cwnd) by 1 Maximum 
Segment Size (MSS). Then there, another technique is 
brought into play, it is the Congestion Avoidance (CA) [9] 
where the source sends the segments less quickly in a linear 
way, and we continue until the reception of duplicated 
acknowledgments or else the expiration of the Round Trip 
Time (RTO). At this time we precede other techniques which 
are Fast Retransmit and Fast Recovery. 
All these techniques have been deployed to realize algorithms 
fighting against congestion. The first algorithm is TCP Tahoe 
[10], the implementation of this algorithm is based on the use 
of slow start at the start of a connection until the detection of a 
loss phenomenon, so here we set ssthresh to the value of cwnd 
and we reset cwnd to 1 MSS. Thereafter, Congestion 
Avoidance is followed by a Fast Retransmit upon receipt of a 
duplicated acknowledgment.So, in TCP Tahoe, we don’t wait 
for the expiration of the RTO. TCP Tahoe could not remedy 
the congestion problem that is why researchers have thought 
of improving it by proposing another more efficient version 
which is TCP Reno [11], In Reno we require the 
acknowledgment of each segment received. In case of the 
receipt of several duplicated acknowledgments, we divide the 
congestion window by a half and we set the constant of 
threshold to the value of the congestion window, then a 
phases of Fast Retransmit and Fast Recovery take place. In 
this way we get a more stable flow than in the case of TCP 
Tahoe. Since TCP Reno cannot to end the congestion 
problem, Floyd et al. Thought of improving it by proposing a 
modified version called TCP New Reno [13, 14]. It's a 
significant modification to act against the multiple packet 
losses. For this, they modified the phase of Fast Recovery 
which is only quit after having acknowledged all the segments 
contained in the buffer, then cwnd=ssthresh and a new phase 
of Congestion Avoidance is applied. If there is a lost segment, 
we send it again and we set the number of duplicated 
acknowledgement to zero. TCP New Reno wasn’t the ideal 
solution, so Brakmo and Peterson implements a new version 
of TCP Reno entitled TCP Vegas [12]. The purpose of this 
version is to achieve a better bit rate by decreasing as possible 
the lost packets. To do this, they have made certain 
improvements; decrease the rate of transmission during the 

phase of slow start, the RTO is verified for each received ack 
and using a modified congestion avoidance phase. Still in 
search of the ideal algorithm capable of ending the congestion 
problem, Mathis and J. Mahdavi proposed a new version 
called TCP Fack [15], this version is based on the calculation 
of data which passes through the network and separates 
control of the congestion from the data recovery. In this way, 
we guarantee good management of the data flow. 
 
3. PROPOSED WORK  
 
In the previous section we have mentioned some TCP variants 
while discussing the ways of congestion control used in each 
with their different techniques. But to better understand the 
difference between these different flavors, we must 
experiment them to study their behavior in presence of 
congestion problems and to distinguish their advantages and 
their respective limits after having subjected them to the same 
circumstances. 
In this paper our main goal is to study the behavior of TCP 
variants under congested networks in order to draw 
conclusions summarizing the strengths and weaknesses of 
each variant. To do this, we used the NS2 network simulator 
to simulate a congested network to which we apply one of the 
TCP variants, each variant undergoes 24 different scenarios 
depending on the value of the CBR used to weigh down the 
network (the values of the CBR are varied from 1 to 12 with 
an increment of 0.5 MB for each scenario).So for 
configuration, we used a mesh topology whose links between 
adjacent nodes are 10 MB, all variants are subject to the same 
conditions and in the same environments. We used scripts to 
filter and sort the data collected from the simulation, in order 
to extract the different values (sequence number, flow_id, 
source, destination, packet_type, packet_size…) which are 
necessary to have the state values discussed above. . Then, 
later on, we used these variables to calculate certain metrics 
essential for the study and evaluation of network 
circumstances for each variant. The metrics in question are: 
Throughput, latency and Packet drop rate. To have the 
different values of these metrics during the simulation, we 
used the following equations: 
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4. EXPERIMENT EVALUATION 
 
At this stage, we transform the measurements obtained in the 
previous section into graphs to facilitate their interpretation. 
The results obtained are transformed into graphs using the 
GNUplot tool from NS2. For this we used another script 
taking as input the values obtained after application of the 
formulas already mentioned and generating the graphs below, 
in order to facilitate the analysis of the simulation results and 
better conduct the comparisons. 
 

 
Figure 1: Variation of the throughput according to CBR values 

 

 
 

Figure 2: Average throughput of TCP Variants 
 

This graph represents the variation of the Throughput 
according to the values of the CBR and this for each variant. 
So, at the beginning of the connection all the variants adopt 
the same rhythm which is characterized by stability, they even 
have almost identical values except for TCP Vegas. 
Subsequently, when the network begins to congestion, the 
variations change and the values of the Throughput decrease 
for all TCP flavors, except that TCP New Reno adopts a 
lighter reduction than the other variants, since it does not wait 
for the timeout expires to deduct the loss of a packet, and the 
value of the cwnd is only halved once. On the other hand, TCP 
Reno knows a remarkable decrease what harms the stability of 

the flow, especially when it is about a multiple packet losses 
and it is because cwnd = cwnd / 2 and ssthresh = cwnd. TCP 
Fack is also experiencing a sudden decrease. For TCP Vegas 
which is an algorithm which promotes long latency than 
packet loss, it adopts stable variations with slight decreases. 
And to consolidate these deductions we have plotted the 
throughput averages for the five flavors where TCP Vegas has 
a minimum value while TCP Vegas has the maximum. 

 
Figure 3: Variation of the latency according to CBR values 

 
In this figure representing the variations of latency, we notice 
that at the beginning of the connection, the TCP variants have 
similar values of latency and these values start to differ little 
by little when the network is congested, this is normal since 
each variant behaves according to its own strategy and uses its 
own techniques to deal with congestion. And as already 
mentioned, TCP Vegas privileges latency it has great values 
of latency compared to the others. Therefore, it is to be 
avoided for real time networks. 
 

 
Figure 4: Variation of the drop rate according to CBR values 
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Figure 5: Average packets losses of the TCP Variants 

 
 

In this figure, the interpretations confirm what we 
concluded in the previous graphs. as expected, at the 
beginning there is no packet loss since the network is still 
lightened. Subsequently, in the presence of congestion, all 
flavors begin to lose packets with of course minimum values 
for TCP Vegas which favors latency than data loss as already 
mentioned. So we can conclude that Vegas is recommended 
for applications where we don’t tolerate the loss of packets. 
Even in the figure below, we notice that TCP Vegas has the 
lowest average packet losses. 
 
5. CONCLUSION 
 
In order to put an end to congestion problems, the network 
community has been trying for quite some time, to find the 
ideal algorithm capable of guaranteeing good management of 
the bandwidth between the different concurrent flows, and of 
providing applications with good throughput even in the 
presence of congestion. This is why several versions or even 
improvements of TCP have emerged, among others: TCP 
Tahoe, TCP Reno, TCP New Reno, TCP Vegas and TCP 
Fack. According to the simulations carried out, the data 
collected and the results obtained, we were able to 
differentiate those which are loss-based (Tahoe, Reno, New 
Reno and Fack) which are recommended for networks which 
do not support a long transmission delay, and others that are 
delay-based such as Vegas. Therefore, it is recommended for 
networks that require reliable data transfer without loss or 
corruption. And even for those who are real time, we noticed 
differences in their reactions to congestion. So we can say that 
each of the variants discussed has its own characteristics 
depending on how it deploys the different congestion control 
techniques, and its own behavior depending on what the state 
of the network imposes on it. But the major challenge remains 
how to take advantage of all these variants, their advantages 
and their limits to give birth to an innovative key solution, 
capable of adapting quickly to the changes that a network may 
have;how to take advantage of the available bandwidth in a 
short time without losing data, how to quickly adapt the 

transmission rate to network conditions, and how to deal with 
the problem of fairness between concurrent flows especially in 
the presence of aggressive algorithms such as TCP Reno. 
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