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1. ABSTRACT: 
 
Automatic minor damage recognition for vehicles (e.g. 
recognition of dents and scratches) allows car rental and 
car sharing companies to assign damage to a guilty 
customer. This can be done by comparing the point of 
time when the damage occurs with the booking time of 
customers. If necessary, the companies inform the 
customer about an event during his booking time. In 
particular, the damage detection system creates the 
necessary transparency between the customer and claims 
management in the car sharing business. The philosophy 
of car sharing and the growing number of users sets high 
requirements to the check-out procedure during usage. 
These worsen the relationship between customer and car 
sharing company, since there is a possibility that the 
damage is assigned to a wrong person. 
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2. INTRODUCTION: 
 
The presented approach deals with the algorithm 
development for minor damage identification in vehicle 
bodies using adaptive sensor data processing. It ensures 
the correct and error-free classification of the detected 
damage events, and increases the credibility of the 
damage messages. 
 
A new automatic dent detection system which can 
automatically obtain the surface information of the car 
bodies, extract features, reduce noise effects and 
distinguish dents from features, noise and detect the 
dents, scratches and broken glass.  The system will also 

generate position information that is mark the particular 
dent, scratch, broken glass area. 
 

First stage is car reception where the system will take 

pictures to the car from its different sides by using  

 
 

3. SYSTEM ARCHITECTURE 
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professional cameras and assemble all these images to 
form 3-D images by using Blender software. Second 
stage is car admission where the images will be uploaded 
into the system and the original images of the car is 
automatically displayed on the screen in order to 
compare it with the pictures that are captured during the 
arrival for inspection using image processing technique. 
If there are any differences between the pictures, the 
system highlights them directly. The database will be 
updated with the new pictures for the car and finally a 
report with the inspection details will be reported to the 
customers. 
4. IMAGE PROCESSING 
 
Digital image processing refers processing of the image 
in digital form. Modern cameras may directly take the 
image in digital form but generally images are originated 
in optical form. They are captured by video cameras and 
digitalized.  The digitalization process includes 
sampling, quantization. Then these images are processed 
by the five fundamental processes, at least any one of 
them, not necessarily all of them. 
 
5. IMAGE ACQUISITION 

Image is read into MATLAB using the command 

imread(‘image_name.jpg’) 

The imread function supports four general syntaxes, 
described below. The imread function also supports 
several other format-specific syntaxes. 
A = imread(filename,fmt) reads a greyscale or color 
image from the file specified by the string filename, 
where the string fmt specifies the format of the file. If 
the file is not in the current directory or in a directory in 
the MATLAB path, specify the full pathname of the 
location on your system. For a list of all the possible 
values for fmt, see Supported Formats. If imread cannot 
find a file named filename, it looks for a file 
namedfilename.fmt. 
 
imread returns the image data in the array A. If the file 
contains a grayscale image, A is a two-dimensional (M-
by-N) array. If the file contains a color image, A is a 
three-dimensional (M-by-N-by-3) array. The class of the 
returned array depends on the data type used by the file 
format. See Class Support for more information. 
 
For most file formats, the color image data returned uses 
the RGB color space. For TIFF files, however, imread 
can return color data that uses the RGB, CIELAB, 
ICCLAB, or CMYK color spaces. If the color image 
uses the CMYK color space, A is an M-by-N-by-4 array. 
See the TIFF-Specific Syntax for more information. 
 
[X,map] = imread(filename,fmt) reads the indexed image 
in filename into X and its associated colormap into map. 
The colormap values are rescaled to the range [0,1]. 

[...] = imread(filename) attempts to infer the format of 
the file from its content. 
[...] = imread(URL,...) reads the image from an Internet 
URL. The URL must include the protocol type (e.g., 
http://). 
 
6. RGB2GRAY CONVERSION 
Typical RGB input devices are color TV and video 
cameras, image scanners, and digital cameras. Typical 
RGB output devices are TV sets of various technologies 
(CRT, LCD, plasma, etc.), computer and mobile 
phone displays, video projectors, 
multicolor LED displays, and large screens such 
as JumboTron. Color printers, on the other hand, are not 
RGB devices, but subtractive color devices (typically 
CMYK color model).The need for converting to 
Grayscale is to reduce the processing time for the 
Algorithms, RGB Images are not  required to Processing. 
intensity = 0.2989*red + 0.5870*green + 
0.1140*blue 
 
7. GRAYSCALE 
 
Technical uses (e.g. in medical imaging or remote 
sensing applications) often require more levels, to make 
full use of the sensor accuracy (typically 10 or 12 bits 
per sample) and to guard against roundoff errors in 
computations. Sixteen bits per sample (65,536 levels) is 
a convenient choice for such uses, as computers manage 
16-bit words efficiently. The TIFF and the PNG (among 
other) image file formats support 16-bit grayscale 
natively, although browsers and many imaging programs 
tend to ignore the low order 8 bits of each pixel. No 
matter what pixel depth is used, the binary 
representations assume that 0 is black and the maximum 
value (255 at 8 bpp, 65,535 at 16 bpp, etc.) is white, if 
not otherwise noted. 
 

 
 
8. IMAGE RESIZING 
 
In computer graphics, image scaling is the process of 
resizing a digital image. Scaling is a non-trivial 
process that involves a trade-off between efficiency, 
smoothness and sharpness. With bitmap graphics, as 
the size of an image is reduced or enlarged, the pixels 
that form the image become increasingly visible, 
making the image appear "soft" if pixels are 
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averaged, or jagged if not. With vector graphics the 
trade-off may be in processing power for re-rendering 
the image, which may be noticeable as slow re-
rendering with still graphics, or slower frame rate and 
frame skipping in computer animation. 
 
B = imresize(A,scale) returns image B that is scale 
times the size of A. The input image A can be a 
grayscale, RGB, or binary image. If scale is from 0 
through 1.0, B is smaller than A. If scale is greater 
than 1.0, B is larger than A. By default, imresize uses 
bicubic interpolation. 

 
 
9. GRAYSCALE TO BINARY CONVERSION 
BW = im2bw(I, level) converts the grayscale image I to 
a binary image. The output image BW replaces all pixels 
in the input image with luminance greater than level with 
the value1 (white) and replaces all other pixels with the 
value 0 (black).Specify level in the range [0,1]. This 
range is relative to the signal levels possible for the 
image's class. Therefore, a level value of 0.5 is midway 
between black and white, regardless of class. To 
compute the level argument, you can use the function 
graythresh. If you do not specify level, im2bw uses the 
value 0.5. BW = im2bw(X, map, level) converts the 
indexed image X with colormap map to a binary 
image.BW = im2bw(RGB, level) converts the truecolor  
image RGB to a binary image.If the input image is not a 
grayscale image, im2bw converts the input image to 
grayscale, and then converts this grayscale image to 
binary by thresholding. 

10.BW-BOUNDARIES /BINARISATION 
B = bw-boundaries(BW) traces the exterior boundaries 
of objects, as well as boundaries of holes inside these 
objects, in the binary image BW. Bw-boundaries also 
descends into the outermost objects (parents) and traces 

their children (objects completely enclosed by the 
parents). BW must be a binary image where nonzero 
pixels belong to an object and 0 pixels constitute the 
background. The following figure illustrates these 
components. 

Recursive Gaussian filter algorithm The classical method 
of smoothing an image by convolution with a Gaussian 
kernel has the drawback that it is slow when the standard 
deviation σ of the Gaussian is large. This is due to the 
larger size of the kernel, which results in a higher 
number of computations per pixel. The 
itk::RecursiveGaussianImageFilter implements an 
approximation of convolution with the Gaussian and its 
derivatives by using IIR2 filters. In practice this filter 
requires a constant number of operations for 
approximating the convolution, regardless of the σ value 
[21, 22].  

This filter applies the approximation of the convolution 
along a single dimension. It is therefore necessary to 
concatenate several of these filters to produce smoothing 
in all directions. In this example, we create a pair of 
filters since we are processing a 2D image. Since each 
one of the newly created filters has the potential to 
perform filtering along any dimension, we have to 
restrict each one to a particular direction. This is done 
with the SetDirection() method. 

 

11. ADVANCED 3D IMAGE PROCESSING 
TECHNIQUE 

There are two typical ways of normalizing Gaussians 
depending on their application. For scale-space 
analysis it is desirable to use a normalization that will 
preserve the maximum value of the input. This 
normalization is represented by the following 
equation.  

1/ σ√2π  

In applications that use the Gaussian as a solution of 
the diffusion equation it is desirable to use a 
normalization that preserve the integral of the signal. 
This last approach can be seen as a conservation of 
mass principle. This is represented by the following 
equation.  

1 /σ2√2π   

The input image can be obtained from the output of 
another filter. Here, an image reader is used as the 
source. The image is passed to the x filter and then to 
the y filter. The reason for keeping these two filters 
separate is that it is usual in scale-space applications 
to compute not only the smoothing but also 
combinations of derivatives at different orders and 
smoothing. Some factorization is possible when 
separate filters are used to generate the intermediate 
results. Here this capability is less interesting, though, 
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since we only want to smooth the image in all 
directions.  

It is now time to select the σ of the Gaussian used to 
smooth the data. Note that σ must be passed to both 
filters and that sigma is considered to be in 
millimeters. That is, at the moment of applying the 
smoothing process, the filter will take into account 
the spacing values defined in the image. 

12.RESULTS 

B = bw-boundaries(BW, conn) specifies the 
connectivity to use when tracing parent and child 
boundaries. conn can have either of the following 
scalar values. 
Bw-boundaries returns B, a P-by-1 cell array, where 
P is the number of objects and holes. Each cell in the 
cell array contains a Q-by-2 matrix. Each row in the 
matrix contains the row and column coordinates of a 
boundary pixel. Q is the number of boundary pixels 
for the corresponding region. 

 
 

 

 
 
 

 
11. BLENDER: 
 
With the help of this software 3D image of the car is 
created. Same 3D figure is stored in the database and 
copy is send to the customer mobile. 
 
12. CONCLUSION: 
 
The main purpose of our project is to increase the 
detection performance and it should have less 
computational cost, or comparable cost when compared 
with the existing approaches. The proposed hierarchical 
INCs detection approach is fast, adaptive, and fully 
automatic. The presented CADs system should yield 
comparable detection accuracy and more computational 
efficiency than existing systems, which should be use for 
clinical utility. This low-level VQ illustrates adequate 
detection power for non GGO nodules, and is 
computationally more efficient than the state of-the-art 
approaches. It is possible to detect the damages on the 
entire vehicle body with the help of specific algorithms. 
The server periodically receives the status of the system 
and stores the received information of the reported 
damages. 
The presented approach deals with the algorithm 
development for minor damage identification in vehicle 
bodies using adaptive sensor data processing. It ensures 
the correct and error-free classification of the detected 
damage events, and increases the credibility of the 
damage messages. This can be enhanced by capturing 
the 3D images and detecting the dents and the scratches 
on the car body. This can be enhanced by sending the 
detailed report to the customer’s mobile.  
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