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ABSTRACT 

 

Explosion of the world of computer vision, pave the way to 

visual recognition which is now extended to visual food and 

metadata recognition. Physical activities disruption due to 

Covid-19 pandemic rapidly increases the online food order. 

Online Customers relies on available good quality food 

images and metadata information, to make decision of the 

type of food to order. Recently developed deep learning 

networks outperform the classical approaches for visual food 

recognition, however these networks thirsts for large datasets 

to achieve best performance. Majority population of present 

online customers order food to small-scale restaurants, these 

restaurants deals with small datasets, thus restricted them to 

take advantage of modern tools and to participate in the 

billion-digital business. In this work, we modified the existing 

deep-CNN architecture to fit the small-scale restaurant dataset 

and trained on an end-to-end DeepLab v3+ initialized from 

ResNet weight. Our proposed novel architecture is designed 

by exploiting the output of multiscale contextual information 

of CNN encoder and fed in the low-level features of our 

constructed Resnet-18 as the backbone network, and finally 

fine-tuned with simple filters, and bilinear interpolation on the 

order factor by 4. This approach reduces the serious 

overfitting of the deep-CNN. The metadata recognition was 

done using enhanced-OCR, where the segmented image was 

analyzed at high-level layers. The accuracy of our method is 

reported using IoU and BF score. The numerical validation of 

the method is carried out on ETH-food-101 dataset and it 

demonstrates compliance to the state-of-the-art performance. 

 

Key words: CNN, DeepLab v3+, Food Recognition, 

Resnet-18, small-scale restaurant, Semantic Segmentation.  

 

1. INTRODUCTION 

 

The rapid increase by internet of everything and the explosion 

world of computer vision, shapes the standard restaurants to 

maintain an online presence. However, COVID-19 pandemic 

disruption to physical activities, leaves the public with only 

one option to order food online. This substantially increases 

 
 

the global annual sale average of food online ordering to more 

than 20% and the figure from U.S. 35 billion is predicted to 

reach U.S. 365 billion by year 2030 [Deloitte, Forbes, 2020]. 

This great benefit only impacts the standard restaurants with 

few local restaurants, whereas the small-scale restaurants are 

diminishing and counting loss. The survival of small-scale 

restaurants depends on the extent they have migrate to the 

online marketing. Appearance and customization of food 

images are the key factors to facilitate customer’s decision. 

Customers search for where and what to eat [1], customers 

examine the quantity of per-meal nutrition from the food 

metadata image to control obesity [2]. Customers and tourists 

are finding it very difficult to order online food without the 

available good quality food images and metadata information. 

Therefore, customers need good quality food image.  

Computer vision system, as a novel promising technology can 

spontaneously using intelligent techniques visualize and 

recognize food images. Various promising literatures tries to 

address the problems of food recognition at large datasets, but 

food image recognition using small datasets from small-scale 

restaurants remains limited. 

Presently, relevant technocrats and researchers extensively 

worry and research on online food retailing algorithms, which 

have wide range of application platforms and potential 

commercial value [3], however these algorithms led to 

inaccurate and geometrical food information deformation, on 

the retailers websites, leaving customers to adopt various 

manual-intensive ways for acquiring information [4].  the 

current Covid-19 pandemic and the digital divide, in addition 

to the setting procedures promulgated by many countries to 

stop the spread of covid-19 and to confirm the social 

distancing, this method of online food ordering is very 

ineffective, thus, there is need for improvement and 

small-scale restaurants lacks standard architecture for their 

operations. However, this limit their marketing strategy and 

restrict them to participate on the current virtual marketing, 

and to harvest the benefits of 20th century as well.  

The relevant scholars try to solve the problem of food image 

recognition using hand crafted features [5], this method is 

prone to information lost and misclassification. Existing deep 

learning schemes such as [1] put forward relevant algorithms, 

to simultaneously model and recognizes food images, meal 
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names and restaurant identities, to overcome the anomaly of 

the binary correlation between food images and dish labels. 

This approach achieved recognition accuracy using an 

architecture coded PAMT-CNN. But validated on large-scale 

dataset, this approach cannot be extended to small-scale 

restaurant datasets. Reference [6] proposes an automatic CV 

to separate foreground and background from complex product 

image, overcome the handcrafted techniques that hinders the 

recognition accuracy. The method is limited to retail product 

photography images. Document [7] schemes deep 

architecture that analyze the food composition with specific 

focus on the vertical food characteristics, to overcome the 

dimensionality issues of deep architecture in food 

classification problem. This architecture is validated on large 

datasets, which restrict it application on small-scale datasets. 

Reference [8] takes into account distinctive spatial layout and 

common semantic patterns. This approach fused three 

aggregated features into unified representation to describe the 

food images and extract the semantics of food images with 

high statistical score. Deep architecture makes the aggregated 

features highly discriminative and invariable to geometrical 

deformation. However, the method gives deep representation 

to the food image and visual recognition, but the method 

could be restricted to the large dataset. A simple visual food 

representation model can be demonstrated by the three most 

basic traits, food image, dish name, and restaurant identity. 

Recently, number of researches studied the nutritional facts, 

which only accounts for the recognition of metadata 

information [4],[9],[10] but the approaches did not accounts 

both for food image and restaurant identity, as these provide 

the customers basis for online food order decisions. Our 

method will develop this strategy of multi-scale fusion. 

 

Methods based on Convolutional Neural Networks (CNN) 

and Deep-CNN, partial handcrafted features, post-processing, 

as well as having difficulty to learn and segment the most 

important intelligence from the food images. It hinders the 

credible segmentation efficiency. Reference [11] reported that 

ResNet poorly performs compared to Ensemble learning due 

to small datasets. Therefore, we proposed a Semantic 

Segmentation, it labeled each pixel in the image [12] into 

various object classes, and the DeepLab v3+ model give the 

location of the encoded pixel from the image for 

segmentation. This to the best of our knowledge the first paper 

to address the problem of food recognition using semantic 

segmentation validated on small datasets.  

DeepLabv3+ is developed and invented by the Google open 

source to solve the individual limitations of DeepLabv1 and 

DeepLabv2 respectively, for semantic image segmentation. 

DeepLabv3+ comprised of encoding and decoding phase, 

respectively. Encoding phase exploits engrained information 

from the food images by employing a convolutional neural 

network (CNN), considering decoding phase, reimagined the 

high dimensionality output by using information acquired 

through the encoding phase. However, DeepLab v3+ supports 

various network backbones, but for the purpose of this paper, 

we initialized this network using the weights of ResNet-18. 

ResNet-18 is reported [13], as productive tool for applications 

with limited processing resources, as well as performance for 

small datasets. This our work used the dataset of food images 

provided by the ETH food-101, we automatically recognized 

the food images along with the metadata information, to 

overcome the loss of essential information due to 

pre-segmentations and handcraft approach. 

1.1 Proposed Architecture for Semantic Segmentation 

As mentioned earlier our architecture is developed based on 

deep-CNN and initialized using ResNet-18 as the backbone 

network. The architecture comprised of multi-layers in 

encoder-decoder fashion [14]-[15]. Assuming M to be the 

convolutional layers if any layer m convolutes a nonlinear 

representation  for any given input  , it demonstrates 

an output layer of  . The CNN constructed the nonlinear 

representation as: 

  

                             (1) 

 show the series of birepresentations (bilinear). 

 

    (2) 

 

                 (3) 

 

Equation (2) demonstrate the activation function of the 

convolution , with 4D tensors , 

Where the first two dimensions denotes spatial dimensions, 

the third denotes the input feature dimension and the final 

dimension is the output feature. Furthermore, the equation has 

bias of convolutional layer , and it set of real numbers are 

the 3D tensors. However, the first and second dimensions of 

the tensors; are the spatial dimensions, while the third 

dimension gives the feature. Whereas equation (3), illustrates 

the output of the  convolutional layer. Furthermore, 

we can now arguably map the convolution between the two 

tensors (4), where the sum of 2D input features are convoluted 

with a standard stride of 1. Since semantic segmentation is the 

interest of this paper, in general input image  

through the learning process will map an output E. the 

parameters of this network can be put together in the vector  

[14]. 

 

         (4) 

 

The output of the CNN network only contain set of segmented 

representation , where c and S 

denotes the image class and set of segmented image 

respectively. Intuitively, we can develop our network using 

the general case: 

 

                                   (5) 
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The output from the CNN network  for the  

segmentation map, maps the input image  to  using , 

can be demonstrated as: 

 

                       (6) 

 

The network is trained using a set of V food images 

 which are automatically aligned with the 

labeled segmentation results (ground truth):  

 

Corollary 1: 

 
 

  at c image class, includes S ground truth segmentation 

representations:  

Corollary 2: 

 

 

The network training is done by making  adaptive as 

illustrates in (7): 

 

              (7) 

The can be defined as the cross entropy between two 

segmentation maps [14] : 

 

                    (8) 

 

To overcome the problem of gradients vanishing in this deep 

architecture, and to take the advantage of having multi-scale 

contextual information, this our work proposed DeepLabv3+ 

as adopted in [16], [17],[15]. DeepLabv3+ is a special case of 

DeepLabv3 with encoder-decoder layers. This approach 

exploits the advantage of rich semantic information from the 

Deeplabv3 [16], in addition robust decoder module is fused to 

the approach to reconstruct the missing object boundaries 

because of the striding operations within the network 

backbone [15]. Atrous convolution is also added to control the 

density of the encoder features, which relies upon the 

computational resources. 

                                   

    
Figure 1: Architecture of the DeepLabv3+                                                                                               

 2.  METHODS   

 

The food images are two-dimensional, therefore equation (6) 

can be customized; c location from the output representation 

E, where we applied convolutional filter K on top of the input 

representations I, the stride R at the input discover the 

sampling input, whereas at the output, stride at the last two 

blocks was set to 2 and 4 in atrous fashion respectively. The 

encoder and decoder design is adopted according to [15],[17]. 

As reported, atrous convolution at this our fashion overcome 

the computational complexity remarkably, and however it 

demonstrates superb performance of our architecture. In our 

decoding section, as shown in Figure 1 a simple and suitable 

decoder is chosen to fulfil our hypothesis.  The decoder is 

deployed on top of the encoding output; where the 1x1 

convolution is injected and achieved limited channels, the 3x3 

convolution injected gives distinct segmentation. Equation (9) 

details the customization. 

For details read [16], [17],[15]. 

 

                                  (9) 

 

However, feature map [1 x 1, 32] was used for Conv2 before 

striding in ResNet-18 residual block, thus reduces the 

channels of the low-level feature map from the encoding 

phase to 32, the decoding strategy is the same in [17], but only 

the values on the parameters are different. Equation (10) 

details the residual operations,  

 

The high-level layer is now fused together with maximally 

stable extremal regions (MSER) layer. MSER approach is 

leverages as image blob detection. The advantage of using 

MSER as text detection approach is that the regions are 

exclusively considered by the intensity function of the region 

and the external boundary [18]. This property can be defined 

by mapping set of food images, :  
Corollary 3: 

 
 

Must fulfil the following conditions: 

 should be total, antisymmetric, and transitive binary 

relations  exists. Adjacency relation of set  is conjugated as  

. 

Corollary 4: 

For achieving maximally stable extremal region, a sequence 

of ordered sets collection of extremal regions  

Can achieve stability   at local 

minimum .  With and . Where  

, , , and , denotes threshold region, intensity 

value, cardinality and method parameter. 

The text regions are computed from the automatic segmented 

image in our trained network as shown in Figure 2. Corollary 

3 and 4 are used to define the properties of regions on the 

segmented food image. We computed the region properties 

with the aid of bounding box (bbox), where best aspect ratio 

was chosen for the boxes. Food images are carefully analyzed 
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to detect only bounding boxes that contained text information, 

as well to remove all other boxes that contained food image or 

plates due to those areas contained dominant pixels than the 

text areas. Equations (10) and (11) compromised the process. 

Where (10) remove non-text regions along the horizontal 

planes, and (11) remove the non-text regions along the 

vertical planes. 

 

 
                                                                                      (10) 

 

 
                                                                                       (11) 

 
Figure 2: Segmented Food Image bounded using MSER 

 

The Figure in 2, illustrates the output of the filtered image, 

where the non-text regions are automatically filtered from the 

frame using geometrical properties, however still the image 

suffers misclassification due to the presence of noise to pixels 

at regions. Figure 3 illustrates the result of expanded boxes in 

the image to automatically concentrate on the text boxes and 

ignore all other boxes. 

 
Figure 3a: Enhancement to remove non-text regions, 

          3b: Expansion of Bboxes for accuracy. 

Therefore, we applied the overlap ratio in Figure 3b between 

the bounding boxes and it was set to zero, to demonstrate the 

best graph. The final output of this operation is illustrated in 

Figure 4. This was after the complex background was remove. 

 
 

Figure 4: Final complete recognized food image  

 

Furthermore, the accuracy of our text detection within the 

food dish was confirm using optical character recognition 

(OCR) within each considered box. Confidence score values 

was used as the evaluation metrics in our text recognition. 

Figure 5 below illustrates the output from the OCR. 

 
 

Figure 5: OCR text recognition. 

 

The deepLabv3+ network is constructed using the MATLAB 

(R2019b) command “lgraph” and “resnet18” respectively, for 

semantic segmentation with atrous convolution. The proposed 

network model is actualized on the Food-101 dataset consists 

of food images from food spotting. The data consisted of 

101,000 food images from 101 classes, obtained at 

http://www.vision.ee.ethz.ch/datasets/food-101/, 

https://www.research-collection.ethz.ch/ [23]. 

We randomly selected only 99 different food images and 

established three standard classes. Our selected data set was 

partitioned into three parts, 60% of the data were randomly 

selected for calibration phase (imdsTrain), 20% of the data for 

verification (imdsVer), and the remaining 20% for the 

validation (imdsVal) respectively. We modified the food 

images with food names, and restaurant identities illustrated 

in Figure 6. These modified food images in Figure 7, were 

automatically labeled using Matlab image labeler algorithm2. 

The new food images have unequal number of cognizance due 

to the meal cover more spaces on the image, however it has 

many pixels than the food name, and restaurant identity. 

Therefore, the imbalance is undesirable to learning process 

and poses challenges of biased. Class weighting is adopted to 

overcome the class imbalance shown in Figure 8. Datastore is 

created for the entire food images, details in algorithm3. The 

food images are augmented using “imageDataAugmenter” as 

it improves the accuracy of our architecture, we randomly 

selected left/right reflection and X/Y translation of +/- 10 

pixels. 

The image patches are cropped to 224 throughout the learning 

process. A simple and effective learning rate of 0.001 is used 

http://www.vision.ee.ethz.ch/datasets/food-101/
https://www.research-collection.ethz.ch/
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from formula [17],[19]-[20], with drop factor of 0.3. mini 

batch size of 8 is employed, this is maintained for both the 

upsampling and downsampling respectively. Our architecture 

is optimized using stochastic gradient descent with 

momentum of technique of 0.9, where best hyper-parameters 

are selected. Therefore, performance of this architecture is 

utilized using Intersection Over Union (IoU) as the metrics of 

evaluation. The training of the multi-scale fusion deep-CNN 

is details in algorithm4. 

 

 

 
Figure 6: Constructed food image 

 

 

 
Figure 7: Constructed food label images. 

 

 
Figure 8: Test on segmented image. 

 

3. RESEARCH ENVIRONMENT 

We have conducted our experiment on PC laptop with 4 GB 

of RAM equipped with NVIDIA GTX GEFORCE 1660, core 

i7 Intel core, 9th generation. 
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3.1 Validation Phase 

Evaluation Metrics 

Intersection over Union (IoU):  

 

           (12) 

Where  the set of prediction pixels, and  the set of food 

ground truth pixels, Ո and Ս denotes intersection and union 

operations, respectively.  denotes calculating the number 

of pixels in the set. Moreover, boundary F-1 score (BF score) 

is also evaluated to add more confidence and reliability to our 

proposed algorithms as adopted in [21]. 

4. RESULTS AND DISCUSSION 

The results of the semantic parsing using DeepLab v3+ on 

encoder-decoder fashion network are compared with several 

existing studies as Table 2. Calibration with a residual depth 

of 18 as specified in algorithm 4 is designed. Table 1 compare 

the performance of conventional method which recognized 

the visual food using three basic traits: meal image, restaurant 

identity, dish name, respectively. Our proposed architecture 

outperforms the existing PAMT-CNN, both in food 

recognition and text detection. Appendix demonstrate the 

ability of our proposed architecture, when validated on the 

selected dataset achieved an accuracy of 79.0%, without 

serious violations of overfitting. When the architecture is 

evaluated using equation (12) demonstrates mean IoU of 

0.9250, weighted IoU of 0.8950, mean of boundary F-1 score 

(BF score) 0.8333 and mean accuracy of 0.9132, respectively. 

Whereas the MSER achieved character extraction confidence 

score of 0.9810. 

 
Table 1: Performance Accuracy for the overall classification 

Global 

Accuracy  

Mean 

Accuracy  

Mean 

IoU  

Mean 

BF 

Score  

Text 

Confidence 

Score 

0.9302 0.9132 0.9250 0.8333 0.9810 

 
Table 2: Performance of some existing works on the 

Food-101 dataset according to the Top-1 accuracy. While 

our approach is evaluated according to the Global 

accuracy. The best results are bolded. 

Method Dataset Accuracy 

(%) Classes No. of 

sample/class 

Ensemble Net  101  750 72.12 

WISeR [7] 101 1000 90.27 

PAMT-CNN [1] 100 240 74.87 

CNN_5 [2] 100 100+ 97.12 

MSMVFA(ResNet-152) 

[8] 

101 1000 90.37 

Semantic Parsing 3 99 93.02 

 

 

 

Table 3: Comparison of our proposed model with 
conventional method on the Food-101 dataset [20]. The 

best results are bolded. 

Method Accuracy 

of the 

dish (%) 

Accuracy 

of the 

Restaurant 

identity 

(%) 

No. of 

samples 

per 

class 

No. of 

Classes 

PAMT-CNN 74.87 64.75 240 100 

Semantic 

Parsing 

79.20 98.10 33 3 

5. CONCLUSION 

This paper extends the application of deep-CNN semantic 

segmentation to the visual food retail recognition by 

introducing a simple and effective residual connection as the 

network backbone, to bridge the gap between the small-scale 

restaurants and the online food retailing business. The best 

training hyper-parameters were chosen. The major advantage 

of this our proposed architecture is the absolute control of 

output decisions of contextual features from the CNN layers, 

which reported impossible in the previous models [12]. 

Adopting ResNet-18 as the decoder module produce better 

performance to the small datasets, which was difficult to 

achieve by the traditional ResNet architectures. Finally, when 

tested on ETH food-101 dataset the model achieves 79.0% at 

99 images for three classes, without further post-processing 

and manual processing. To exploit the full advantage of online 

visual food recognition and make it mobile system, we need to 

include the GPS coordinates of restaurant, is a development 

direction of future research. 

APPENDIX 

The following is the snapshot of the training progress of the 

data. 
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