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ABSTRACT 
 
The task control smart home is a complex dynamic problem 
which can be solved with the use of elements of artificial 
intelligence. As logic, it is proposed to use the logic of 
artificial neural networks. The proposed software and 
hardware implementation of the neurocontroller based on the 
perceptron. 
 
Key words : Smart house, artificial neural networks, perceptron, 
climate control, sensor, neurocontroller.   
 
1. INTRODUCTION 
 
The term "Smart House" [1] refers to a system that has the 
ability to adapt, adapt, and adapt to various changes both at 
the present time and in the future. For example, this may be 
an adaptation for a new owner of a house or apartment and its 
needs. Quite often, such a system can be described as 
"building ready for change" or "flexible building." Therefore, 
the term "smart house" requires the highest level of 
intellectualization of engineering systems. 
 
Realization of the functions of the "smart house" system 
requires the use of models, methods and means of intellectual 
processing of data and decision-making on their basis. Of 
particular practical interest, from the point of view of possible 
application in the subsystems of the "intellectual home", is the 
artificial neural networks (ANN), since they allow the 
software and hardware to process fuzzy and unstructured 
information from the subsystem of the sensors that provide 
the registration of changes in the environment of the "smart 
house". Thus, the use of ANN allows realizing the functions 
of the system "intellectual home" with different values of 
speed, complexity and intellectualization. The most common 
are neural networks that are structured in layers and, 
depending on their functional purpose, may contain the same 
type or different types of neurons. 
 
 

 

In a one-layered structure with a complete connection, all 
incoming signals can be received on all neurons. An example 
of this type is the perceptron - the first artificial neural 
network in modern terminology. In general, it is the simplest 
neural structure, which, accordingly, can solve only the 
simplest tasks associated with the processing of data from the 
subsystem of sensors in the "smart house". The advantages of 
such neural structures can be attributed to their software and 
hardware simplicity and the high speed of the learning 
algorithm [98], but difficult to implement complex 
intellectual functions on their basis. 
 
Multilayer artificial neural networks have much greater 
functionality. In most cases, multilayered perceptron’s are 
used [2] [10]. The peculiarity of such neural structures is the 
presence of joints between layers that go from first to next 
layers. Accordingly, such ANN includes an input layer, which 
directly inputs signals, hidden and output layers. The number 
of neurons in the layers may be different, although there are a 
number of approaches to assess the number of layers and 
neurons in the layer of artificial neural network [8]. Such 
ANNs of the type of multilayer perceptron are simple in 
hardware implementation and can be used in the process of 
automated design of subsystems of the "intellectual house". At 
the same time, it is necessary to pay attention to the lack of 
these structures, namely: the need for special and slow 
algorithms for their training. 
 
A software version of a multi-layer perceptron in the design 
process of a "smart house" is a promising method of 
intellectualizing the functions of such systems. 
 
Of particular note is the Kohonen network [3], which has 
increased reliability, which ensures its work in the event of 
failure of one of the neurons. This is a useful property in the 
process of automated design of "smart houses" especially in 
the hardware implementation of such an ANN to increase the 
speed of the subsystem and its reliability [9]. 
In the process of implementing the system of "smart house" 
quite often there is a problem of processing images. In such a 
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situation, the Hopfield network [4] itself has proven itself 
well, respectively, to solve precisely such or similar problems 
it should be used in the subsystems of the "smart house". At 
the same time, Hopfield's network has high-performance and 
simple hardware implementation [7]. 
 
Also, for controlling of dynamic objects, which is a "smart 
house", ANNs with radial-base functions of activation are 
used [5]. 
From the above we can conclude that the most often for the 
implementation of the functions of "smart house" is worth 
using an ANN type multilayer perceptron [6]. 
 
2. THE STRATEGY OF THE NEUROCONTROLLER TO CONTROL 
THE CLIMATE CONTROL SUBSYSTEM 
 
The developed neurocontroller must perform the embedded 
control logic of devices depending on the received signals 
from the sensors. 
 
In accordance with the hygienic requirements for a 
microclimate of housing, the temperature in the room should 
be within 18-20 oС, and humidity within 30-60%, although at 
the request of the owner of the room, these parameters can be 
changed. 
 
Therefore, in any deviation from the comfort zone, it is 
necessary to adjust the microclimate in the room. Depending 
on the value of the microclimate, a management strategy was 
developed, which can be depicted in the form of a scheme 
depicted in Fig. 1. If necessary, the strategy for climate 
control in the room can be changed or improved. 
 
From the figure 1 below, it is necessary to activate the 
humidifier and the heater at a temperature of less than 18 °C 
and a humidity of less than 30%. When the temperature is in 
the range from 18 °С to 22 °С and humidity in the limits from 
30% to 60% - nothing is necessary to change. 
 

 

 
Figure 1: Strategy control “climate control” 

At the heart of the system is a microcontroller, which is 
responsible for working with actuators and sensors. The 
microcontroller outputs data to the computer screen via a 

COM port or device displaying a smart house control system. 
The microcontroller can be programmed for a variety of 
functions and it is capable of doing simple calculations. In 
order not to fully download the memory and processor 
microcontroller, we use a truncated version of the program, 
which contains all the necessary elements. 
 
So, we will build a model for processing fuzzy data on the 
basis of an ANN, which will emulate a program based on a 
network type multi-layer perceptron. 
In the general case, the mathematical model of an artificial 
neuron with n inputs is described by the relation (1): 
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where wi – weight coefficients; xi – - input value; b – 
displacement; F – activation function; y – is the value of the 
output of the neuron. 
 
In order to describe the structure of ANN, in the process of 
implementation, the appropriate matrix of bonds is used in 
the work. The structure of the developed neural network 
model for the climate control subsystem, in the process of 
implementing the above strategy (Figure 1), contains 3 layers 
and a total of 12 neurons. 

The constructed ANN has 2 input neurons and 3 output 
neurons. The number of layers and neurons in layers was 
determined experimentally so that after learning the error of 
the results was acceptable. The best option is a network with 
one inner layer for 4 neurons. Also, in the process of 
implementation, you need to add 2 balancing neurons. 
 
As a result of ANN training using software received from the 
network parameters are shown in Figures 2 - 3, and Figure 4 
shows a graphical representation of the structural model 
developed ANN [9, 20]. 
 

 
Figure 2: Parameters of neurons in a developed model based on 

ANN 
Each neuron in the process of implementation of the 
developed ANN assigned ID number conversion functions 
and parameter functions. 
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In general, the structural model can be described as follows 
ANN tuple: 
 

,,,_,_ NParFunNIDANNSTR      (2) 

where ID=id(i) – set of ANN identifiers; N_Fun=n_fun(i) – 
set of neuron functions; Par=par(i) – set of neuron 
parameters; N – the number of neurons in ANN. 
 

 
Figure 3: Parameters of the matrix of connections between neurons 

of a model based on ANN 
 
To represent the matrix of connections between neurons, a 
matrix of size (N + 1) × (N +1) is used. Each element of the 
matrix can take one of three possible values: "n" - no 
communication; "o" is the initial rib; "i" is the input edge. An 
example of an appropriate matrix is shown in Fig. 3 
To represent the matrix of the values of the bond weights, the 
adjacency matrix is used. Each item is a valid value. In the 
case when the element of this matrix is zero, then the 
connection is absent. An example of a matrix of adjacency 
with the values of bond weights obtained as a result of the 
study of the ANN. Graphical representation of the model 
structure based on ANN using multilayer perceptron shown in 
Fig. 4 
 

 
Figure 4: Parameters of neurons in a developed model based on 

ANN 

3. DEVELOPMENT OF THE STRUCTURE AND ALGORITHM OF 
THE NEUROCONTROLLER 
 
Physical implementation of the neurocontroller involves the 
use of a microcontroller, which will perform the same 
program in a loop, so the algorithm of work must be carried 
out an unlimited number of iterations. Software 
implementation simulates the work of artificial neural 
network type multi-layer perceptron. 
 
 The algorithm developed in the work includes the steps listed 
below. 

Step 1: Reading input data from the sensors. 
Step 2: Initializing variables. 
Step 3: і = 0 (the beginning of the cycle). 
Step 4: i < netSize ?, yes - go to step 5, no - go to step 17. 
Step 5: vin[i] = 0. 
Step 6: i <cntIn ?, yes - transition to step 7; no - move to step 

8. 
Step 7: vout[i] = input[i], transition to step 16. 
Step 8: balance[i] == 1?, yes - go to step 9, no - go to step 10.  
Step 9: vout[i] = 1, transition to step 16. 
Step 10: j = 0. 
Step 11: j < netSize ?, yes - switch to step 12, no - go to step 

15.  
Step 12: type[i][j]==’i’ ?, yes - transition to step 13, no - 

transition to step 14. 
Step 13: vin+=vout[j]*value[j][i]. 
Step 14: j++, transition to step 11.  
Step 15: vout[i] = calc(i). 
Step 16: i++, transition to step 4. 
Step 17: first_out = netSize – cntOut.  
Step 18: i = first_out. 
Step 19: i<netSize ?, yes - switch to step 20, no - switch to 

step 22.  
Step 20:output[i-first_out] = vout[i]. 
Step 21: і++, transition to step 19.  
Step 22: output results. 

 
The developed structure of the neurocontroller consists of two 
interconnected levels of hardware and software 
implementation. 
 
Hardware implementation (model) includes: 
- subsystem of work with executing devices that are 
responsible for outputting the values of analog signals; 
- subsystem of work with sensors, which is responsible for 
reading digital signals; 
- subsystem of the serial port, which is responsible for 
sending, intermediate and final results to your computer. 
 
Software implementation (model) includes: 
- subsystem of working out of input data received from 
sensors; 
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- the subsystem of the formation of control signals, which, 
based on the received results from the neural network, forms 
teams for the microcontroller;  
- subsystem using a neural network that makes data network, 
launching the network and gets results.  
 
In this system, ANN is implemented in software. Figure 5 
shows a block diagram of an algorithm which implements the 
program type multilayer perceptron ANN. 
 
As noted above, the neurocontroller performs the same 
program in a loop (Figure 6) and the program execution 
algorithm is the following: 

Step 1: Read the analog signal from the sensors. 
Step 2: Analog signals transmitted to digital. 
Step 3: Process input data. 
Step 4: Enter data for incoming neurons. 
Step 5: Run the Neural Network. 
Step 6: Read the results from the source neurons. 
Step 7: Workout the output. 
Step 8: Output the digital signal management devices. 
Step 9: Delay, step by step 1. 

The operation of the neurocontroller stops after power is 
turned off. 

 
Figure 5: Block diagram of the algorithm of the program, which 

implements ANN 

4. DEVELOPMENT OF SOFTWARE MODEL AND FEATURES OF 
SOFTWARE IMPLEMENTATION OF NEUROCONTROLLER 
 
The developed software model for the neurocontroller 
contains a number of modules that are executed once, they 
include the module of initialization of the network in which 
the initialization of the weights, connections and parameters 
of the neurons takes place. Also, a port initialization module 
is executed once, which sets port status and initial values. 
Another part of the program executed in the loop and includes 
a number of modules. In the process of implementation, a 
modular approach is used, which allows you to quickly 
modify the system when it is refined. 
 
The software is broken down into a number of individual 
subtasks such as: 
- data readout - processing of data from sensors, checking the 
function of the sensor, bringing data to the required formats; 
- data normalization - organization of data in accordance with 
the training sample of the network; 
- network launch - data entry to the network and data 
transmission through the network; 
- outputting results - obtaining results from the network and 
outputting them through a serial port; 
- formation of control commands - depending on the results of 
the formation of signals at the output ports; 
- delay formation is the creation of a time delay before passing 
the  next cycle of the program 
 

 
Figure 6: Block diagram of the algorithm of the neurocontroller  
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5 HARDWARE IMPLEMENTATION OF THE 
NEUROCONTROLLER FOR THE SUBSYSTEM OF CLIMATE 
CONTROL 
 
Hardware implementation of the neurocontroller for the 
climate control subsystem includes a microcontroller, 
temperature sensor and humidity sensor DHT11, three LEDs 
and limiting resistors. The microcontroller uses four ports to 
work with an external circuit, namely: the 2nd port is used to 
read the signal from the sensor, and the 5th, 6th, 7th ports are 
used to display the active operation of the devices (heater, fan 
and humidifier air) signaled by the flash of the corresponding 
LED (Figure 7). 
 

 
Figure 7: Connection scheme of the subsystem climate control 

 
After launching the neurocontroller for one cycle of the 
program, the following intermediate and output results were 
sent through the serial port to the computer, which allows to 
check the correctness and correctness of the work of the 
developed neurocontroller. 
 

6. CONCLUSION 
 
In this work a model based on artificial neural networks was 
developed, which provides processing of fuzzy and 
unstructured data from the subsystem of the sensors. 
The developed model on the basis of ANN and built 
specialized software enable to build a neurocontroller of the 
subsystem of climate control "smart house". 
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