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ABSTRACT 
 
Nowadays daily living activity recognition is an important 
part in many applications. In this paper, we present a method 
to recognize three groups of activities which are labeled as 
light intensity, moderate intensity, and high intensity 
activities. We also investigate the effect of the statistical and 
physical features to each group. In experimental results, we 
obtain an accuracy of 89.30%, 66.20%, and 87.89% for light, 
moderate, and high intensity activities, respectively. 
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1. INTRODUCTION 
 
Daily living activity recognition has become a trend in human 
activity recognition field. Many researchers are working on 
this field due to its importance in real applications such as 
health monitoring, ambient intelligent system, and 
surveillance [1]. In [2], Bao et al. used bi-axial accelerometer 
placed on five different body locations to classify 20 activities 
of daily life and the accuracy of classification is 84%. To 
improve performance of activity recognition, [3] applied 
correlation based feature selection technique on the extracted 
features to classify 6 daily activities and obtained 87% of 
accuracy with top 8 selected features. 

In this paper, we proposed a novel method to classify three 
groups of activities, i.e., light intensity, moderate intensity, 
and high intensity activities by using physical and statistical 
features. We first apply a low-pass filter to the raw data. Then, 
we implement feature selection algorithm on three groups of 
activities. These groups are created by ordering the ratios of 
metabolic rate during perform physical activity to a reference 
metabolic rate (MET) [4]. The MET are divided into three 
level, i.e., low (MET < 3), medium (3< MET <6), and high 
(MET > 6) which are equivalent to light intensity, moderate 
intensity, and high intensity activities [5]. The features are 
then normalized using feature standardization Finally, 
K-nearest neighbor algorithm (KNN) is employed to perform 

 
 

the activity recognition. For the light and high intensity 
activities we obtained 89.30% and 87.89%, respectively. In 
moderate intensity activities, the accuracy is 66.20%. To 
clarify the proposed method, we organize our paper as follow. 
The proposed method is described in Sec. 2. Experimental 
results and the evaluation of the proposed solution will be 
described in Sec. 3. Sec. 4 shows the conclusion. 
 
2. THE PROPOSED METHOD 
 

 
Figure 1: The proposed method 

 
Table 1: Activities and Metabolic Equivalent of Task (MET) 

Activity Intensity [MET] 
Sitting 1.3 
Lying 1.0 
Standing 1.3 
Washing dishes 2.5 
Vacuuming 3.3 
Sweeping 3.3 
Walking 3.5 
Ascending stairs 5.0 
Descending stairs 3.5 
Treadmill running 9.0 
Bicycling on ergometer 50 W  3.5 
Bicycling on ergometer 100 W 6.8 
Rope jumping 8.8 
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Table 2: Statistical and physical features are used in the 
present work 

Statistical Features Physical Features 
Mean Signal Magnitude Area 
Standard Deviation Root Mean Square 
Variance Intensity of Movement 
Mean Absolute 
Deviation 

Sum of Absolute values 

Skewness Average Energy [7] 
Kurtosis Mean and variance of 

Movement Intensity 4th Moment 
5th Moment 

 
The proposed method is shown in Fig. 1. We used DaLiAc 
(Daily Living Activities) dataset which includes 13 activities 
of 19 healthy subjects [6]. Four Shimmer sensors, consist of a 
3D accelerometer and a 3D gyroscope, are collect the data 
from different body location with sampling frequency is 
204.8Hz (right hip, chest, right wrist, and left ankle). The 
MET intensity in the DaLiAc that was considered are show in 
Tab. 1. 

The choice of features that are extracted from raw data is 
essential to make the machine learning algorithms more 
efficient and accurate. Tab. 2 shows the list of statistical and 
physical features we consider in our work. We obtained a total 
of 272 features including 192 statistical features and 80 
physical features. Feature selection technique is used to assess 
the usefulness and identify the most important features for 
discriminating different activity groups [8]. In this paper, we 
use Laplacian Score [9]-[12] which is an unsupervised feature 
selection algorithm. 

In our work, we used K-nearest neighbor algorithm to 
classify activities .To validate the classification, we used the 
leave-one-out cross-validation approach which leaves one 
sample in the dataset as a test set and the remaining samples as 
the training set. This procedure was repeated for all samples. 
 
3. EXPERIMENTAL RESULTS 
 

Table 1: Classification accuracy of features each MET level. 
MET Stats Features Physical Features 

No. Features Accuracy 
(%) 

No. Features Accuracy 
(%) 

Low 13 89.23 31 89.30 
Medium 40 66.24 22 65.59 
High 24 87.81 36 87.61 
 
Table 4: Number of selected features and overall classification 
accuracy for each MET level. 

MET No. of 
Selected 
Features 

No. of 
Physical 
Features 

No. of 
Stats 
Features 

Accuracy 
(%) 

Low 16 3 13 89.30 
Medium 16 9 7 66.20 
High 10 7 3 87.89 

 
Figure 2: Classification accuracy rates of feature selection with 
statistical features. 

 
Figure 3: Classification accuracy rates of feature selection with physical 
features. 

 
Figure 4: Classification accuracy rates of feature selection with physical 
and statistical features. 

 
We applied the proposed method to DaLiAc dataset. The 
KNN algorithm is applied for different kind of features: The 
statistical features, the physical features and both of these two. 
Experimental results are shown from Fig. 2 to Fig. 4. Tab. 3 
shows the number of statistical and physical features verse 
accuracy for low, medium, and high MET. To recognize light 
intensity activities, we can use 13 statistical features to 
achieve an accuracy rate of 89.23%. A low accuracy rate of 
65.59% was obtained by using 22 physical features for 
moderate intensity activities. In high MET group, 24 
statistical and 36 physical features were used to obtain 
accuracy of 87.81% and 87.61%, respectively. 
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 Tab. 4 shows that to obtain the equivalent accuracy of 
activity classification, the total number of features when using 
both physical and statistical features are smaller than when 
using these kind of features separately which are showed in 
Tab. 3. The results also shows the importance of physical 
features of high intensity activities (7 in total 10 features). For 
light intensity activities, the statistical features are most 
important (13 in total 16 features). 
 
4. CONCLUSION 
 
In this paper, we proposed a method to recognize three groups 
of activities which are labeled as light intensity, moderate 
intensity, and high intensity activities. In the other hand, we 
focus on the selection of important features depends on the 
specific group of activities. In the future, we intend to develop 
a robust activity recognition system by using these results. 
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