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ABSTRACT 
 
Poorness makes the government’s program to create national 
development goal rising — Benchmark for the success of 
human development called Human Development Index. An 
area that has a high Human Development Index should have 
good quality human, or if the Human Development Index 
high, then grade of the poorness is low. C4-5 algorithm 
method is one of the methods of creating a decision tree from 
the training data available. C4-5 algorithm is the expansion 
from ID3. The goal of this research is to predict the Human 
Development Index in Indonesia and make the decision tree 
from the data. Attributes that use in this research are Life 
Expectancy, Mean Years of Schooling, expect years of 
schooling, and per capita income. There are two an in this 
research are with mean and median from each attribute. The 
data for this research method 4473 data. The result shows 
that Scenario with the has classification is 1st Scenario with 
mean from each attribute, that to accurate 85,893%. 
 
Key words: Average gain, C4-5 algorithm, Human devel-
opment index 
 

1. INTRODUCTION 

A major problem in development is poverty or the number of 
people below the poverty line. Poverty is a condition in 
which a person or family is not able to meet the primary 
needs. Poverty makes government efforts to realize the ideals 
of national development are increasingly committed. 

It is therefore formulated a new concept in measuring the 
development of a human-oriented country. The benchmark 
success of human development has been developed by the 
United Nations Development Programme (UNDP) known as 
the Human Development Index (HDI) or known as the 
Human Development Index (IPM) 1.  

Efforts to realize that productive human development is 
required for ongoing monitoring. In the year 2011, the value 
of IPM Indonesia was ranked at 124 in the world, and in 
2012 Indonesia rose three positions to rank 121. It is 

supported by improved indicators of the establishment, 
especially in life expectancy and the average length of the 
school, which in 2012 reaches 69.8 years and 12.9 years2.  

Human Development Index (HDI) is a breakthrough in 
assessing human development. The IPM includes three 
components that are considered fundamental to humans and 
are operational easily calculated to produce a measure that 
reflects human development efforts. These three aspects are 
related to the opportunity of life (longevity), knowledge, and 
decent living. Life opportunities are calculated based on the 
life expectancy of birth. Knowledge is measured based on 
the average length of the school, the population literacy rate 
of 15 years and above, and life deserves to be measured with 
per capita spending based on Purchasing Power Parity 
(purchasing power parity in rupiah) 1.  

To know and map the quality of human development or the 
level of community welfare in Indonesia, one of them by 
using the Human Development Index (HDI). The IPM Data 
is required not only to determine the extent to which the 
results of Community welfare development have been 
conducted but also as input materials to formulate policies 
and intervention programs in the years to come more 
effectively and efficiently 1.  

In this study, the algorithm of C 4.5 with the average gain 
will be applied by authors to predict and analyze data on the 
Human Development Index (HDI) obtained from the Central 
Statistics Agency 1. 

Some research has been done in prediction development and 
prediction using C 4.5, including the application of Average 
Gain method, Threshold Pruning and Cost Complexity 
Pruning for Split attribute on algorithm C4.5 3. 
Implementation of Data Mining classification pattern of the 
customer using C4.5 algorithm of Bank BRI Batang 4. 
Implementation of C 4.5 algorithm for student majors, 5. C 
4.5 algorithm to determine the qualification level of used 
motors to be sold, son 6. 
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Besides the performance of algorithm C4.5 is outstanding in 
conducting calcification, average accuracy generated above 
90%, in a paper titled "Implementation of C 4.5 algorithm for 
scholarship recipient determination", the highest precision 
accuracy results, and The lowest error Rate is in scenario I 
with seven criteria, i.e., accuracy value of 93, 58%, Precision 
value 95, 5%, and error value lowest Rate 6, 14% 7. A paper 
titled "Predictor of Student graduation with algorithm 
method C 4.5", as a complete explained that for the approval 
seen from gender turns female gender is greater percentage 
compared to male gender, then Gain values gained from the 
age of students who work more to students with the category 
age 1, and the gain gained from the age of students who do 
not work more to students with the category Age 3 8. Some 
development is also done by the name of the paper titled 
"AUC 4.5: AUC-based C 4.5 decision tree algorithm for the 
classification of balanced data" they propose a new method 
of induction tree by modifying Quinlan's C 4.5 Algorithm, 
which we named AUC 4, 5. This method seems more suited 
to binary balanced data classification9. Adviesraad for liter-
ary optimization, the paper titled "This: Performance optimi-
zation C 4.5 decision tree Construction algorithm" proposes 
an optimized algorithm inspired by the RainForest. By using 
more sophisticated switching criteria between the two algo-
rithms, we can benefit Kokoro even when it releases about 
matched stats in memory. Evaluation Products that our 
method can JOURS performance enhancement 2, 8 times 
better than traditional recursive implementations 10.  
 

2. METHOD  

The Dataset used is the Human Development Index (HDI) 
data from the Central Statistics Agency (BPS) as much as 
4473 rows of data. This research uses quantitative research 
methodology with the CRISP-DM (Cross Industry Standard 
Process for Data Mining) method. Data obtained from BPS 
several empty columns are the attributes of life expectancy, 
literacy, old school, per capita, and HDI expenditure. The 
missing values are populated by calculating the median of 
each city/district. According to BPS [1], IPM Data is catego-
rized as a low, medium, high, and very high, namely:  
IPM < 60: Low HDI  
60 ≤ IPM < 70: IPM Moderate  
70 ≤ IPM < 80: High HDI  
IPM ≥ 80: Very High HDI 
 
The C 4.5 algorithm is an algorithm used to form a decision 
tree. Being a decision tree can mean a way to predict or clar-
ify a powerful one. The decision tree can divide a large set of 
data into smaller sets of records by applying a set of decision 
rules. 11 stated that there are several stages in making a deci-
sion tree with C 4.5 algorithm, namely:  
 
2.1. Reference 
Related research, for data 1, methodologi and algorithm refer 
to 2–30, and the topic refer to 1,31–33. 
 
 

2.2. Set up your training data.  
 

2.3. Determine the roots of the tree.  
 
The root will be extracted from the selected attribute, by cal-
culating the gain value of each attribute, the highest gain 
value, which will be the first root. Before calculating the gain 
value of the attribute, first, calculate the value of entropy.  
 
2.4. To calculate the value of entropy used formula: 
 
∑ =(ܵ) ݕݎݐ݊ܧ −pi. logଶ୬

୧ୀଵ pi              (1) 
Description: S = Set of cases n = number of partitions S PI = 
Si proportion to S  
 
2.5. Then calculate the gain value using the formula: 
 
∑ −(ܵ) ݕݎݐ݊ܧ=(,ܵ) ݊݅ܽܩ |ୗ୧|

|ୗ|
୬
୧ୀଵ        (2)   (݅ܵ) ݕݎݐ݊ܧ∗

Description: 
S = Set of cases 
A = Features 
n = number of partition attribute A 
| The | = Si proportion to S 
| S | = number of cases in S 
 
2.6. Repeat step 2 until all the records are partition. 

 
2.7. The process of partitioning the decision tree will 

stop when. 
 
(a.) All records in vertex n get the same class. (b.) There is 
no attribute in the repartitioning record. (c.) There is no re-
cord in the empty branch. The study used the c 4.5 algo-
rithms with the average gain proposed by Mitchell. Average 
gain not only resolves weaknesses in gain information but 
also helps to solve problems of gain ratio. The proposed split 
attribute method is designed to prevent bias arising from 
attributes. The average gain (s, a) of attribute a, which corre-
sponds to the s training data, can be calculated with the for-
mula: 

AverageGain(S, A) ୋୟ୧୬	(ୗ,)
||

            (3) 

Where:| A | = Number of attributes A 

Gain (S, A)= information gain attribute A from the training S 
data 
3. RESULTS AND DISCUSSION 

3.1. Scenario I 

The scenario I am performed by calculating the average 
or average of each attribute to group data to low or high. 
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Figure 1: Mean of Decision tree 

3.2. Scenario II 

Scenario II is performed by categorizing using the median or 
middle value of each existing attribute. 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 2: Decision tree median 

The following is a comparison of Accuracy, Precision, and 
Recall results of both scenarios already done: 
 

Table 1: Comparison of accuracy, precision and recall 
Results 

 Scenario I Scenario II 

Accuracy 85.893% 83.702% 

Precision 64.5686% 71.73% 

Recall 56.13116% 86.2069% 

 
The following diagram results in accuracy, Precision, and 
Recall of algorithm C 4.5 with Average Gain: 
 

 

Figure 3: accuracy, precision, and recall Results 

Attributes that affect classification are life expectancy, liter-
acy, and old school numbers. While the attributes are not 
influential is the per capita income, because the income of 
Indonesian Percapita has only one category, namely low. The 
scenario I, i.e. by average, shows that the life expectancy, old 
school, and literacy rate are influential in the scenario I clas-
sification. As for scenario II, i.e. with the middle or median 
value of each attribute indicates that Only the literate and old 
school figures are influential in the scenario II classification. 
The research results of both scenarios have been demon-
strated that determining the nominal category (e.g. low and 
high) of each attribute shows different results in the forma-
tion of decision trees and classification results from C45 al-
gorithm with average gain. This research also shows that the 
attributes that have been most successfully classified are with 
an average of 85.893% accuracy 
 

4. CONCLUSION 

Based on the results of the study obtained the following 
conclusions: 

 
Data processing is divided into two scenarios, namely 

the average and median of each attribute. Both scenarios 
provide different classification results. 

 
The human development index in every city/Regency in 

Indonesia is increasing annually, due to the average literacy 
rate, life expectancy, and old school income in Indonesia, 
increasing from year to year. 

 
The result of classifying algorithms is measured based 

on comparisons between categories obtained from the 
Central Statistic Agency (BPS) with categories obtained 
from the classification results to know the best scenarios. 
The classification result with the best accuracy suggests that 
the scenario I am with an average of 85.893% accuracy. 
Then from the evaluation results can be noted that the 
algorithm C 4.5 with the Average Gain can be used to predict 
the human development index in Indonesia. 

 
The results showed that the human development index 

figures were influenced by the life expectancy, old school, 
and literacy numbers based on the scenario I decision tree 
with the highest accuracy results.  
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