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 
ABSTRACT 
 
Forensic identification to victims of criminal acts or mass 
deaths due to disasters to determine the identity of victims 
using fingerprints, DNA, and teeth is very important for 
various reasons. In some cases, such as a fire disaster, DNA 
and fingerprints cannot be used. Identification using teeth is 
one of the alternatives that can be used because it is the most 
preserved part and the position, structure and shape of teeth 
are unique. Basic principle of dental identification is 
comparison of antemortem (AM) and postmortem (PM) 
dental images. For the current work only AM data is 
available, so it is necessary to manipulate dental x-ray images 
on AM data to produce PM image data using three methods, 
those are gamma correction, image rotation and image 
distortion using integral projection. From both datasets (AM 
and PM), important image features are extracted through 
representation learning by PCA, transfer learning using 
ResNet50’s architecture methods. The results of 
representation learning namely the AM and PM datasets are 
compared using cosine similarity, which will give output the 
values of similarity each images. The best results of dental 
image identification have the best accuracy value using the 
transfer learning - ResNet50 method on all types of PM 
datasets. 
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convolution neural network, transfer learning 
 
1. INTRODUCTION 
 
Forensic dentistry is very important to identify a deceased 
human when other approach of biometric identification such 
as finger print, and face identification are not available. This 
is the case when the deceased person is skeletonized, 
decomposed or burned. While other body tissues are normally 
damaged after death, the dental evidences are often still 
preserved. The fundamental principles of dental identification 
are comparison of postmortem (PM) dental records against 
specific antemortem (AM) records [1].  
 
Dental identification of humans is needed for a number of 
different reasons, for instance, victims of violent crimes, fires, 

 
 

vehicle accidents, work place accidents, payment of pensions, 
life assurance and other benefits relies upon positive 
confirmation of death and many other reasons where only 
dental identifications have always played a key role in natural 
and manmade disaster situations.  Persons who have been 
deceased for some time prior to discovery and those found in 
water also present unpleasant and difficult visual 
identifications [2]. A study has shown that the potential 
importance of dental evidence in a disaster with thousands of 
victim, 50 to 70% of the cases are identified using dental 
images, 20 to 35% using finger print, and ∼3 to 20% of the 
cases with DNA evidence. Dental evidence is selected as the 
most suited biometric for casualty identification in the Indian 
Ocean earthquake, resultant tsunami of December 26, 2004, 
and Thailand tsunami attack in January 2005 [3]. 
 
A manual comparison between the AM and PM records is 
based on a systematic dental chart completed by some forensic 
experts. With the aid of advanced computing, automatic 
comparison has been widely studied using various approach. 
Many researches were focused on image segmentation and 
classification. Both traditional digital image progressing 
algorithms and deep learning methods had been applied in 
these fields. Some work using traditional digital image 
processing are found in [5]-[11].  Comprehensive studies 
were done by Jain and Chain used the contours of the teeth as 
the feature for dental matching. The proposed method 
involved three image processing phases, namely image 
segmentation, pixel classification and contour matching. 
Dental crown and root shape were extracted features [4]-[6]. 
 
Another excellent works was done by Abdol Mothaleb et al 
used traditional digital image processing for teeth or dental 
classification [8], [9]. Both works implemented iterative 
thresh-holding followed by adaptive thresh-holding for 
segmentation purpose [10], [11]. For teeth classification [9], a 
supervised Bayesian method classifier was invoked. For 
dental identification [8], shape matching was performed by 
evaluating distance between a PM image and an AM image 
based on the corresponding salient points on the teeth contour 
which obtained by applying a connected component analysis 
using 8-connectivity.  
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A recently comprehensive systematic review was performed 
using prominent publication databases to identify 25 articles 
using deep learning in the field of dentistry in the last three 
years [12]. The result has shown that Convolutional Neural 
network (CNN) was used as a main network component. The 
number of published paper and training datasets tended to 
increase, dealing with various field of dentistry. Objective of 
the researches are various such as identification of dental 
plague, osteoporosis, tooth classification and other dental 
disease analysis. 
 
For instance, one of the reviewed publication has used CNN to 
train the model for automated clinical quality evaluation, 
namely a root canal treatment quality evaluation procedure 
based on dental radiograph image classification, which 
integrates medical experts experience. Their model achieves 
the F1 score of 0.749, which is comparable to the performance 
of expert dentists and radiologists [13]. 
 
Only few from the reviewed articles consider dental 
identification for forensic dentistry [14]-[16]. Teeth detection 
and classification of dental periapical radiographs for the 
medical curing and postmortem identification was performed 
using CNN in cooperation with label tree approach for each 
tooth and followed by a cascade network structure to do 
automatic identification on 32 teeth positions [14]. Other 
tooth labeling approaches for forensic dental identification 
purpose were carried out using deep learning technique [15], 
[16] where in both cases the fully convolutional network 
using AlexNet architecture was used for detecting each tooth. 
 
In this work we will utilize deep learnings for representation 
of dental image for forensic dentistry.  Due to lack of PM data, 
AM data images will be manipulated to simulate PM images 
by using gamma correction, image rotation and image 
distortion with aid of integral projection. Dental 
identification will be performed by comparing AM and PM 
data image using cosine similarity technique. This 
comparison will be analyzed based on extracted features from 
much higher dimensionality of original data image. The 
feature extraction will use the classical approach, namely 
principal component analysis and the state of the art method, 
namely transfer learning. 
 
2. DENTAL IMAGE DETECTION 
 
2.1 AM and PM Data Records 
 
The purpose of forensic dentistry is to identify deceased 
person by comparing PM dental data against AM dental 
records. We have used AM data records from previous 
research [17]. The dataset consists of 343 dental image from 
343 different persons with size of 1600x800 pixels with three 
RGB layers.  

Since PM data set are not available, all 343 AM data set are  
manipulated in such way to obtain PM data set. According to 
White and Pharaoh [18] the difference between AM and PM 
image are only in scaling and small rotating image.  
Therefore, we used three image manipulation, i.e. a small 
rotation, gamma correction and image distortion using 
integral projection on region of interest as shown in Fig. 1. 
 

 
Figure 1: Original AM image is at top left, the manipulated PM 

images using gamma correction (top right), rotation (bottom left) and 
integral projection distortion (bottom right) 

2.2 Representation Learning for Feature Extraction  
 
References [14] used CNN followed by a cascade network 
structure for teeth labeling. The same approach was also used 
for face classification [19] where CNN invoked for feature 
extraction combined with PCA for dimensionality reduction 
followed by SVM for final recognition learning. In this work 
we also used deep learning CNN for feature extraction then 
followed by cosine similarity for dental image identification. 
However, a pre-trained CNN model was invoked as also 
known as transfer learning approach. 
  
Transfer learning refers to the situation where what has been 
learned in one setting domain and distribution is exploited to 
improve generalization in another domain and distribution of 
the related problem. [20]. This approach is becoming very 
popular recently, especially in predictive modeling problem 
that use image data as input. Driven by ImageNet large scale 
visual recognition challenge a lot of pre-trained models are 
developed using deep learning methods [21]. The 
organization of ImageNet competition makes the final 
pre-trained model available for use under a permissive 
license. This pre-trained model would consume days or weeks 
if we trained on modern computer. This pre-trained model 
can be utilized by new problem that expect image data as 
input. Some popular model are Oxford VGG model [22], 
Google Inception Model [23] and Microsoft Residual 
Network model [24]. 
Comparison study between these three models [24], [25] has 
shown that in general Residual Network model, also known 
as ResNet, gives a better accuracy than others. The better 
results come from easier optimizing work by introducing a 
deep residual training framework Let H(x) is the original 
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mapping of the stack layer with x as inputs then the residual 
function is introduced as H(x) − x.  The original function thus 
becomes F(x) + x as shown in Fig. 2.  According to He et al. 
[24] it is easier to optimize the residual mapping than to 
optimize the original mapping. 
 
In this work, ResNet50 from Keras library [26] will be used 
for feature extraction only. It means the top layer, i.e. the fully 
connected layers from deep learning is not used, while the 
convolution and pooling layer of ResNet50 model is 
transferred with AM and PM dental image data records as 
inputs. The output of transferred learning which is truncated 
at the bottle neck is a tensor or an array consisting significant 
features of the dental image data. The size of resulting array 
of ResNet50 is 2048. 
 

 
Figure 2: Residual learning framework [24] 

 
2.3 PCA for Feature Extraction  
 
A popular algorithm for feature extraction is the Principal 
Component Analysis (PCA). PCA seeks a new set of 
dimensions such that all the dimensions are orthogonal and 
ranked according to the variance data along them. It converts 
a set of correlated variables into a set of linearly uncorrelated 
variables. These new variables are called principal 
components. The number of principal component is less than 
or equal to the number of original variables.  
 
Mathematically, the principal component is actually the 
eigenvectors obtained by decomposing the covariance matrix 
of the data. Solving eigenvalue problem of the covariance 
matrix yields eigenvectors and corresponding eigenvalues. 
The new features or variables are chosen from these principal 
components so the number of new features are less than the 
original feature dimension. 
 
To choose the principal components, first the eigenvectors is 
sorted according to their eigenvalues in decreasing order. 
Evaluate its explained variance of each new variable which 
can be calculated from the eigenvalues. The explained 
variance indicates the extent of information can be 
contributed by each of the principal components. Cumulative 
explained variance curve from the highest value of explained 
variance provide a tools to make a cut off how much principal 
component will be taken into account as a new set features. 

2.4 Cosine Similarity  
 
Cosine similarity is a metric to determine how similar two 
images independent to the image size. Mathematically it 
evaluates the cosine of the angle between two vectors in the 
multi-dimensional space as follows 

 

ba

ba





)cos(                                               (1) 

 
Vector a and b are the array consisting image features. In the 
case of dental image identification these are vectors PM and 
AM features. The highest cosine similarity value predicts the 
match dental image between AM and PM. 

 
3.  DISCUSSION OF RESULTS  
 
Using principal component analysis on 343 AM image data 
set, cumulative explained variance are plotted in Fig. 3. The 
picture has shown that 90% cumulative explained variance is 
achieved by using only 200 principal components and 95% 
explained variance with 250 components. Hence, for this 
work 250 new features extracted from PCA will be used in 
cosine similarity evaluation. 
 

 
Figure 3: Cumulative explained variance from PCA using AM 

image data sets (343 image, 1600x800 size 
 
Using these 250 features extracted from PCA inherent 95% of 
image information, the images are reconstructed as depicted 
in Fig. 4 where three images in the top row is the original data 
images and bellow each image is the corresponding 
reconstructed images using 250 features.  The transformation 
matrix is composed of the selected 250 eigenvectors 

 
Figure 4: Reconstructed three images using PCA 
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Fig. 4 has shown that the reconstructed images using much 
less feature variable than the original images are not 
difference using human visual capability. Therefore, a 
successful face recognition was presented using PCA in [27] 
with accuracy more than 71% for all cases. 
 
We compare each PM data image which is modified from an 
AM data image against all AM data sets using cosine 
similarity. The highest cosine value would be identified as a 
pair-match of AM-PM dental. Hypothetically, in the present 
study the match dental image should be the AM image with 
its modified PM image.  
 
This comparison can be better visualized using heatmap, 
which depicts the two-dimensional data in a colored matrix 
form. This is a kind of correlation matrix where a darker color 
indicates higher correlation. The correlation is the cosine 
similarity, where vertical axis or row index is the PM image 
and horizontal axis or column index is the AM image on 
which the order of these two set are set accordingly to pair PM 
and corresponding original image AM. Therefore, a good 
correlation will be shown by the existence of a dark (black) 
color diagonal line. 
 
Using transfer learning for representation of final image data 
for all type of PM modification shows a good correlation as an 
example shown in Fig. 5. While the heatmap produced by 
PCA representation characterizes with scattered black spots 
in the map which do not form a dark diagonal line. 
 

 
Figure 5: Heat map produced using ResNet representation 

 
Performance metric that will be used is the accuracy. 
Accuracy is defined as the fraction of correct predictions 

compared to the total predictions. Using the parameters in 
confusion matrix, accuracy is formulated as follows 

 

FN+TN+FP+TP
TN+TPaccuracy       (2) 

 
Where TP is True Positives when PM image is predicted 
similar with the corresponding AM image, TN is True 
Negatives when PM image is predicted not similar with 
another AM image, FP is False Positives when PM image is 
predicted similar with another A image, and FN is False 
Negatives when PM image is predicted not similar with the 
corresponding AM image. 
 
Table 1 shows the accuracy of PCA and transfer learning 
representation image for three different PM data sets. 
Transfer learning representation indicate a satisfying 
performance while it cannot be confirmed by PCA 
representation performance. 

 
Table 1: Accuracy for different manipulated PM dataset 

using PCA and Transfer Learning representation  

PM data set 
Representation 

PCA Transfer learning 

Gamma Correction 1% 90% 

Rotation  1% 99% 

Integral projection 
distortion 

30% 98% 

 
3. CONCLUDING REMARKS 
 
This study has proven the great advantageous of deep 
learning method over the historical principal component 
analysis in representation dental image data. ResNet yields a 
satisfaction accuracy without any parameter tuning for this 
purpose 
 
ACKNOWLEDGEMENT 
 
We thanks to Army Hospital Gatot Subroto for use of the 
dental image data. 

REFERENCES 
1. S. L. Avon, Forensic odontology: the roles and 

responsibilities of the dentist, J. Canadian Dental 
Association., Vol. 70, no. 7, pp. 453–458, 2004. 

2. I. Pretty and D. Sweet, Forensic dentistry: a look at 
forensic dentistry–part 1: the role of teeth in the 
determination of human identity, Britain dental J., 
Vol. 190, no. 7, pp. 359-366, 2001. 
https://doi.org/10.1038/sj.bdj.4800972a 

3. V. Pushparaj, U. Gurunathan and B. Arumugam, Victim 
identification with dental images using texture and 



       Ade Jamal et al., International Journal of Advanced Trends in Computer Science and Engineering, 8(6), November - December 2019, 3476 – 3480 

3480 
 

 

morphological operations, J. Elect. Image, Vol.  23, no. 
1, pp. 1-13, 2014, [DOI: 10.1117/1.JEI.23.1.013004] 

4. A. K. Jain and H. Chen, Matching of dental x-ray 
images for human identification, Pattern Recognition, 
Vol. 37, July 2004, pp. 1519-1532, 2004. 
https://doi.org/10.1016/j.patcog.2003.12.016 

5. H. Chen and A. K. Jain, Tooth contour extraction for 
matching dental radiographs, in Proc. 17th Int’l Conf. 
Pattern Recognition, 2004, pp.522-525.     

6. A. K. Jain, H. Chen and S. Minut, Dental biometrics : 
human identification using dental radiographs, in 
Proc. Int’l Conf. Audio- Video-Based Biometric Person 
Auth.  AVBPA, 2003, p. 429-437. 

7. P. -L. Lin, , P. -W. Huang, Y.S. Cho and C. H. Kuo, An 
automatic and efective tooth isolation method for 
dental radiographs,  Opto-elect. Review. Vol. 21, No. 1, 
pp. 126-136, 2013. 

8. O. Nomir and M. Abdel-Mottaleb, A system for human 
identification from x-ray dental radiograph, Pattern 
Recognition, Vol. 38, pp. 1295-1305, 2005. 

9. M. H. Mahoor and Mohamed Abdel-Mottaleb, 
Automatic classification of teeth in bitewing dental 
images, in Proc. International Conference on Image 
Processing, Vol. 5, 2004, pp. 3475-3478, [DOI: 
10.1109/ICIP.2004.1421863] 

10. J. Zhou and M. Abdel-Mottaleb, Automatic human 
identification based on dental x-ray images, Biometric 
Tech. Human Identification, Vol. 5404. International 
Society for Optics and Photonics, pp. 373–381, 2004. 

11. M. Abdel-Mottaleb, O. Nomir, D. E. Nasser, G. Fahmy, 
and H. H. Ammar, Challenges of developing an 
automated dental identification system, in Proc. 64th 
IEEE Midwest Symp. Circuits Sys., Cairo Egypt, Dec. 
2003. 

12. J.-J. Hwang, Y.-H. Jung, B.-H. Cho, M.-S. Heo, An 
overview of deep learning in the field of dentistry, 
Image Sci. in Dentistry, Vol. 49, pp. 1-7, 2019, 
[https://doi.org/10.5624/isd.2019.49.1.1] 

13. J. Yang, Y. Xie, L. Liu, B. Xia, Z. Cao, and C. Guo, 
Automated dental image analysis by deep learning on 
small dataset, in Proc. Conf. 2018 IEEE 42nd Ann. 
Computer Software App. Conf. (COMPSAC), July 2018, 
[DOI: 10.1109/COMPSAC.2018.00076] 

14. K. Zhang, J. Wu, H. Chen, P. Lyu, An effective teeth 
recognition method using label tree with cascade 
network structure, Comp. Medical Image and 
Graphics, Vol. 68, pp. 61-70 2018. 
https://doi.org/10.1016/j.compmedimag.2018.07.001 

15. Y. Miki, C. Muramatsu, T. Hayashi, X. Zhou, T. Hara, 
A. Katsumata et al., Tooth labeling in cone-beam CT 
using deep convolutional neural network for forensic 
identification, S.G. Armato, N.A. Petrick, Ed. Med. 
Imag.: Computer-Aided Diagnosis, in Proc. Vol. 10134, 
SPIE Medical Imaging; 2017, pp. 11-16; Orlando, USA: 
SPIE;. [https://doi.org/10.1117/12.2254332]. 

16. A.B. Oktay, Tooth detection with convolutional neural 
networks, in Proc. Medical Tech. Nat. Cong. 

(TIPTEKNO), Trabzon, 2017, pp. 1-4, 
[https://doi.org/10.1109/TIPTEKNO.2017.8238075] 

17. L.R.M. Effendhi, A. Jamal, S. Arifin, T. Widodo, Dental 
segmentation of dental anoramic radiograph for 
human identification, (in Indonesian) J. Al-Azhar 
Indonesia Seri Sains Dan Teknologi, Vol. 5, No. 1, 
pp.27-37, Maret 2019. 
https://doi.org/10.36722/sst.v5i1.320 

18. S. C. White and M. J. Pharoah, Oral radiology-E-Book: 
Principles and interpretation. Elsevier Health 
Sciences, 2014 

19. M. K. Benkaddour and A. Bounoua, Feature extraction 
and classification using deep convolutional neural 
networks. PCA and SVC for face recognition, 
Traitement du Signal, Vol. 34, No. 1-2, pp. 77-91, 2017, 
[https://doi.org/10.3166/TS.34.77-91] 

20. I. Goodfellow, Y. Bengio, A. Courville, Deep Learning, 
Adaptive Computation and Machine Learning series, 
MITPress, 2016 

21. O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, 
S. Ma, et al. , ImageNet Large Scale Visual 
Recognition Challenge. International Journal of 
Computer Vision, 2015. 

22. K. Simonyan and A. Zisserman, Very deep 
convolutional networks for largescale image 
recognition, arXiv preprint arXiv:1409.1556, 2014. 

23. C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. 
Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich, 
Going deeper with convolutions, in Proc. IEEE conf. 
comp. visual pattern recognition, pp. 1–9, 2015. 

24.  K. He, X. Zhang, S. Ren, and J. Sun, Deep residual 
learning for image recognition, in Proc. IEEE conf. 
comp. visual pattern recognition, pp. 770–778, 2016. 

25. Christian Szegedy , Vincent Vanhoucke, Sergey Ioffe , 
Jonathon Shlens , Rethinking the Inception 
Architecture for Computer Vision, 
arXiv:1512.00567v3 [cs.CV] 11 Dec 2015 
https://doi.org/10.1109/CVPR.2016.308 

26. F. Chollet et al., “Keras,” https://keras.io, 2015. 
27. J. Yang, D. Zhang, A. F. Frangi, and J. Y. Yang, 

Two-dimensional PCA: A new approach to 
appearance-based face representation and 
recognition, IEEE Transactions on Pattern Analysis and 
Machine Intelligence, 2004 
 


