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 
ABSTRACT 
 
Academic database is considered as the heart and soul of 
every higher education institutions.  This database contains a 
vast amount of useful information that is useful for analysis.  
Algorithms for machine learning play a significant role in 
mining academic databases and have been proven to be 
effective when applied in the academic field.  Prediction 
models are made using relevant classification algorithms for 
dropout analysis.  The success of the prediction model 
depends on the performance of the feature selection algorithm 
used for dimensionality reduction.  The study utilized the 
Modified Mutated Firefly Algorithm (MMFA) as a 
dimensionality reduction strategy to enhance the accuracy of 
the prediction model for dropout analysis.  The results of the 
simulation revealed that the Decision Tree (DT) classifier 
outperformed the Naïve Bayesian using the three UCI 
datasets.  After the test of benchmark datasets, a students' 
cumulative dataset was used to come up with a predictive 
model for dropout analysis of Davao del Norte State College, 
Davao del Norte, Philippines.  The results of the experiment 
confirmed that the MMFA+DT obtained an accuracy rate of 
95.82%, while MMFA+NB only has 92.85% using 10-fold 
cross-validation. 
 
Key words : Dropout analysis, firefly algorithm, mutation 
process, prediction model, stochastic approach.  
 
1. INTRODUCTION 
 
Knowledge mining from large databases, especially from the 
field of academics, plays a significant role in all aspects of 
human life [1].  From a global perspective, it is an 
incontestable fact that the nation's progress is likely dependent 
on the education of its citizens [2]-[3].  Democratizing access 
to Higher Education (HE) has increased the diversity of 
students, and this new situation requires a deeper 
understanding of the students' paths leading to them dropping 
out or completing their courses [4]. The student’s 
performance prediction is an important research topic because 
it can help prevent students from dropping out before final 
exams and identify students that need additional 
assistance[5]-[6].  

 
 

 
Machine learning algorithms have been proven to be effective 
when applied in the academic field [7]. The optimization 
problem has been a hard task for many researchers to find the  
 
best local searching method. This problem also leads to a 
branch of knowledge which is the evolutionary computing. 
The methods were greatly influenced by nature.  A few 
decades ago, many methods were developed, for instance, 
Particle Swarm Optimization (PSO), Artificial Bee Colony 
(ABC), Firefly Algorithm (FFA) or Artificial Immune System 
(AIS) that have been used to solve difficult optimization 
problems [8]-[9].  Classification is a data mining technique 
used to predict group membership for data instances in 
different types of problems [10]-[11]. Some classification 
algorithms may perform quite well in general, but these may 
be easily outperformed by other algorithms in terms of 
performance when dimensionality reduction technique or 
feature selection is not correctly performed [12]. 
 
The success of the classification process depends on the 
quality of datasets. Features may contain unreliable data, 
which may lead the classification process to produce 
undesirable results; thus, a feature selection approach is 
considered a solution for this kind of problem [13].  Also, the 
selection of appropriate highlights assumes a fundamental job 
in the selection process [14].  Feature selection (FS) is an 
essential machine learning technique for classification 
applications to achieve an optimal subset of input features 
[15].  The accuracy of prediction is a primary challenge in 
training a model [16]. Feature selection techniques do not 
alter the original features of the variables, but merely selects a 
subset of them [17].  Also, feature selection is a crucial task in 
applying machine learning in various fields. Also, the increase 
of data dimensionality poses a significant challenge to many 
existing feature selection methods concerning effectiveness 
and efficiency [7]. 
 
A novel Modified Mutated Firefly Algorithm (MMFA) is 
presented as a tool to enhance the accuracy of the prediction 
model by selecting the best features.  The MMFA is tested 
with the use of UCI datasets for benchmarking purposes. The 
results of the benchmarking experiment were compared with 
the other related studies. After performing the benchmarking 
experiment, another dataset was used that was obtained from 
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the Guidance and Testing Office of the Davao del Norte State 
College, Davao del Norte, Philippines.  The dataset contains 
the students’ cumulative record, covering SY2016-2017 to 
SY2018-19.  The study used the MMFA integrated with 
classification algorithms to explore the best model as means 
in the analysis of students’ dropout to be used by academic 
administrators in crafting policies as intervention in 
minimizing dropout rates. 
 
2.  LITERATURE REVIEW 
 
2.1 Feature Selection 
 
The basic idea of all selection methods is to select features 
that maximize the accuracy of prediction or classification 
[19].  The data preprocessing method is an essential part of 
any regression and classification problems.  A classification 
or regression problem involves a high time complexity and 
can have poor performance when a large number of variables 
or features are used. However, it has high performance for a 
minimum size and the most practical features [20]. 
 
Feature selection is one of the essential techniques widely 
employed for reducing dimensionality. It aims to choose a 
small subset of the relevant features from the available ones 
according to specific relevance evaluation criteria, which 
usually leads to a better learning performance, lower model 
error, and better model generalization [21].  Datasets with 
higher dimensionality may lead to noise, redundant and 
irrelevant features, which may cause overfitting of models and 
can increase error rates in the optimization process.  A 
dimensionality reduction technique can be applied in the 
preprocessing phase to clean up a noisy, redundant, and 
irrelevant data [22].  Due to existing high throughput 
technologies, and their recent advancements are resulting in 
high dimensional data due to which feature selection is being 
treated as handy and mandatory in such datasets [23].  
 
2.2 Firefly Algorithm-based Feature Selection 
 
The firefly algorithm is a nature-inspired meta-heuristic 
approach for global optimization, and it is based on the natural 
behavior of the flashing characteristics of a swarm of fireflies 
[24]. The flashing characteristics can be summarized by the 
following three essential rules [25], firstly, all fireflies are 
attracted to other fireflies regardless of their sex.  Secondly, 
the attractiveness of the fireflies is proportional to their 
brightness, which means for any couple of flashing fireflies, 
the firefly with less brightness moves towards the brighter 
one.  Lastly, the brightness or features of a firefly is calculated 
using the objective functions of the underlying optimization 
model. 
 
A mutated FA algorithm is based on monitoring the 
movement of fireflies by using different probability for each 
firefly and then perform mutation on each firefly according to 
its probability. Simulations are performed to show the 

performance of the proposed algorithm with standard firefly 
algorithm, based on ten standard benchmark functions. The 
results reveal that the proposed algorithm improves the 
convergence speed, accurateness, and prevents premature 
convergence [26].  The modified FFA algorithm adaptively 
balances the exploration and exploitation to find the optimal 
solution quickly. The FFA can quickly search the feature 
space for optimal or near-optimal feature subset minimizing a 
given fitness function [27]. The number of attacks in recent 
times has tremendously increased due to the increase in 
Internet activities. This security issue has made the Intrusion 
Detection Systems (IDS) a significant channel for information 
security. The issue of classification time is significantly 
reduced in the IDS through feature selection [28]. 
 
Recently, there are available a vast amount of data in the field 
of medicine that helps the physicians in diagnosing diseases. 
Data mining techniques can be applied to medical data to 
extract knowledge so that disease prediction becomes 
accurate and more straightforward.  Cardiotocogram (CTG) 
data is analyzed using Support Vector Machine (SVM) for 
predicting fetal risk. Opposition based firefly algorithm 
(OBFA) is used to extract the relevant features that 
maximized the classification performance of SVM 
[29].  Nature Inspired Algorithms are a famous meta-heuristic 
search algorithm used in solving combinatorial optimization 
problems [30]. 
 
The artificial fireflies are designed to represent the feature 
subset, and they move in a hyperdimensional space to obtain 
the best features. The features are extracted using a Discrete 
Cosine Transform (DCT) and Haar wavelets based Discrete 
Wavelet Transform (DWT). The algorithm is validated using 
benchmark face databases, namely ORL and Yale while 
outperforming various existing techniques [31]. 
Classification-based feature selection using firefly algorithm 
and fuzzy entropy, to increase the accuracy and performance 
of glistening’s detection with the basic k-Nearest Classifier 
using all features and compared the result with feature 
selection method using standard firefly algorithm by 
evaluating average accuracy, precision, and F-measure, 
against ophthalmologist's hand-drawn ground-truth [32]. 
 
The feature selection is a crucial step in a pattern recognition 
system. The main objective of this selection is to reduce the 
features number by eliminating irrelevant and redundant 
attributes. Besides, it also maintains or improves the classifier 
performance using a neural network algorithm. Nevertheless, 
a new stochastic search strategy inspired by the clonal 
selection theory in an artificial immune system is proposed for 
feature subset selection. We have used the firefly and clonal 
selection algorithms to select the most relevant features in a 
dataset. In our proposed strategy, feature selection is an 
optimization algorithm that searches optimum with a reduced 
number of features in the feature space with reasonable 
accuracy rates [33]. 
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Several variable selection algorithms in multivariate 
calibration can be accelerated using Graphics Processing 
Units (GPU). Among these algorithms, the Firefly Algorithm 
(FA) is a recently proposed metaheuristic that may be used for 
variable selection. This paper presents a GPU-based FA 
(FA-MLR) with multi-objective formulation for variable 
selection in multivariate calibration problems and compares it 
with some traditional sequential algorithms in the literature 
[34]. 
 
Motor Imagery (MI) electroencephalography (EEG) is widely 
studied for its non-invasiveness, easy availability, portability, 
and high temporal resolution. As for MI EEG signal 
processing, the high dimensions of features represent a 
research challenge. It is necessary to eliminate redundant 
features, which not only create an additional overhead of 
managing the space complexity but also might include 
outliers, thereby reducing classification accuracy. The firefly 
algorithm (FA) can adaptively select the best subset of 
features and improve classification accuracy [35]. An 
essential process relevant to prediction analysis using feature 
selection have been introduced with favorable accuracy rates 
applying bio-inspired search algorithms that produce optimal 
attribute set [36].  
 
2.3 Feature Selection-based Classification Algorithms 
 
The success of applying machine learning methods to 
real-world problems depends on many factors. One such 
factor is the quality of available data. The more the collected 
data contain irrelevant or redundant information, or contain 
noisy and unreliable information, the more difficult for any 
machine learning algorithm to discover or obtain acceptable 
and practicable results. Feature selection refers to the process 
of identifying and removing redundant and irrelevant features 
in the dataset. Regardless of whether a learner attempts to 
select features itself, or ignores the issue, feature selection 
before learning has obvious merits [37]. 
 
Several data mining techniques become the leading 
techniques that can be applied in the medical field; the 
following are Decision tree algorithm, K-Nearest Neighbor 
algorithm, on a large dataset from the "Hepatitis dataset‟ 
(derived from the UCI Machine Learning Repository) that 
comprises of 20 attributes (including class) and 155 instances. 
Also, it is investigated on the importance of feature selection 
and applied three feature selection algorithms, namely Fisher 
filtering, Relief filtering, Step Disc, and classified the dataset 
using 15 most common classifiers [38]-[39]. 
 
Searching for meaningful patterns from big datasets has 
become a challenging task. So, data miners, on the other hand, 
try to adopt innovative methods to solve problems by 
applying feature selection for dimensionality reduction [40].  
Due to the massive influence of prediction models in different 
sectors of society, various researchers have employed hybrid 
algorithms with improved accuracy rates of the prediction 

model.  Genetic Algorithms (GAs)  sufficiently enhances the 
performance of another prediction model by integrating the 
GA with a novel Inversed Bi-segmented Average Crossover 
(IBAX) operator paired with rank-based selection function to 
the KNN algorithm [41].  
 
Feature selection was applied in the cell apoptosis/survival 
dataset to achieve a good result by dividing it into three main 
categories, namely: wrapper method (WM), filtering method 
(FM), and Embedded Method (EM).  After applying the 
feature selection (FS) algorithm, seven different marker 
proteins were obtained[42].  
 
A novel feature selection method based on a decision tree for 
price forecasting is proposed in this work. The method uses a 
genetic algorithm along with a decision tree classifier to 
obtain the minimum number of features giving an optimum 
forecast accuracy. The usefulness of the approach is 
established through the performance test of the forecaster 
using the feature selected by this approach. It is found out that 
the forecast with the reduced features consistently 
outperformed a more extensive feature set [43]. 
 
A decision tree is a well-established model that offers not only 
excellent predictive performance but also provides a rich 
feature important set. While practitioners often employ 
variable importance methods that rely on this impurity-based 
information, these methods remain poorly characterized from 
a theoretical perspective [44]. 
 
Feature selection improves the accuracy of Naive Bayes for 
five data sets to maintain or degrade accuracy for six data sets. 
The accuracy of Naive Bayes with feature selections improves 
on mushroom data set (from 95.8% to maximum 97.7%), vote 
(from 90.1% to maximum 91.7%), credit (from 77.7% to 
maximum 84.9%), audiology (from 73.5% to maximum 
73.9%) and M2 (from 66.4% to maximum 67.1%). Maximum 
improvement is 7.2% [45].   
 
One of the most successful and widely used methods of 
classification algorithms is the Naive Bayesian learning (NB). 
The NB represents each class with a probabilistic summary 
and finds the most likely class for each example, and it is 
asked to classify [46]. 
 
Attribute selection results can be of value in determining one 
type of data packet traffic. In obtaining the results (data), this 
study uses several stages of Data Capture, Feature Extraction, 
and Feature Selection, but in this study only focuses on the 
process of feature selection using the gain and Entropy 
Information and Naïve Bayes algorithm. The testing process 
by dividing raw data into parts is 70 percent for Training data 
and 30 percent for testing data [47]. 
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3.  METHODOLOGY 
 
3.1 MMFA for Optimized Feature Selection 
 
Fireflies inspire a Modified Mutated Firefly Algorithm 
(MMFA) in sending information by producing light intensity, 
and this is also called a swarm intelligence optimization 
algorithm grounded on the population search approach [48].  
The MMFA applies the same principle of the MFA.  Thus, 
every firefly is attracted to other fireflies regardless of sex.  
Attractiveness is directly proportional to the light intensity of 
firefly, where a firefly that emits less light may relocate closer 
to a firefly that has brighter light intensity.  
 
3.1 Initialization Phase 
 
The initialization phase determines the attributes of the 
dataset in terms of the number of instances, features, and 
classes.  Objective functions such as Ackley, Rosenbrock, and 
Sphere were needed to establish randomly generated real 
numbers serving as the light intensity and position of the 
fireflies.  The objective functions calculate the light intensity 
of fireflies.  With the attractiveness and distance, MMFA uses 
the attractiveness and light intensity.  The light intensity of a 
firefly is considered as I(x) ∝ f(x) where I is the intensity of a 
firefly, and x is a particular location. Attractiveness β changes 
when distance rij also changes from firefly i to firefly j  [49].  
Light intensity I(r) applies the inverse square law of light 
intensity variations and absorption coefficient γ [50].  Thus, 
[51] defined attractiveness β of firefly in (1): 
 
β = β0exp(−γr2) (1) 

 
Where β0 is the attractiveness at distance r = 0, and γ is the 
light absorption coefficient. The distance r of any two fireflies 
is calculated using the Euclidean distance from a lesser 
intensity firefly ith towards brighter firefly jth [25] as defined in 
(2):  
 
	ݎ = 	ඥ(݅ଶ 	− 	݅ଶ)ଶ 	+ 	(݆ଶ 	− 	 ଵ݆)ଶ (2) 
 
The movement a firefly with lesser light intensity from 
position i to position j is the attraction towards the firefly with 
greater light intensity, as shown in (3): 
 
xi = xi + β0e(−γr2

ij)(xj − xi)+ αi, (3) 

 
The initial positions of n fireflies are uniformly distributed in 
the search space whenever the number of fireflies is greater 
than the number of local optima [52].  The fundamental 
advantage of this attraction phenomenon subsequently allows 
the exploration of fireflies for search space, and update their 
position [53].  After the generation of fireflies, each firefly 
with its corresponding light intensity undergoes a 
discretization process to mark the candidate firefly with either 
1 or 0 [54] and [55].  The binary values are essential as these 

are the basis for fireflies to qualify in the selection phase [56] 
as shown in (4): 

(݈݅)ܨ 	= ൜1, ݈݅	 ≥ 	0.5
0, ݈݅	 ≤ 	0.5 (4) 

 
3.2 Selection of Firefly using Light Intensity Values 
 
To establish the size of qualified fireflies, the MMFA counts 
all that have 1 value to serve as the size of the features of the 
dataset. In selecting qualified features, the algorithm utilizes 
random permutation to generate unique random numbers 
based on the size of features of the dataset to be used as 
indices of the vectors.  This strategy was used to make sure the 
random numbers generated in the stochastic approach are not 
repeated [57]-[58].   
 
The number generated is used in searching for fireflies or 
features in the dataset.  Once a number is generated, it is 
removed from the vector in order not to generate the same 
number in the future. The removed random numbers form part 
in the vector of fireflies, which means the fireflies in the 
vector in uniformly unique numbers serving as indices of the 
vector, as shown in Figure 1. 
 

 
Figure 1:  Random Permutation 

 
Randomization is used to augment the exploitation 
capabilities in the search space of relevant features.  As shown 
in Figure 2, for example, based on the discretization process, 
there are 10 qualified fireflies.  The said number of fireflies 
serves as the size of a vector (vector1), which is subject to 
random permutation.  Then a random number is generated 
from within the range of the size of the vector, suppose rand = 
6, whereby 6 elements from the vector1 are randomly picked 
to form a new vector (vector2) using random permutation as 
shown in Figure 2.  The new values in vector2 serves as the 
indices subject for stochastic searching. 
 

 
Figure 2:  Random Permutation 
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3.2 Mutation Process of Fireflies 
 
During the attraction process, mutation may happen for the 
lesser light intensity by improving its features from a brighter 
firefly.  Mutation means that several features to be added 
depending on the result of the mutation probability 
calculation. Only the lesser intensity firefly always has a 
significant chance of mutation.  The mutation operator is used 
to improve features of selected fireflies with a probability pm 
(mutation probability), leading to additional firefly features to 
help the search process escape from local optimal traps. 
Mutation probability pm allows every firefly to undergo its 
necessary mutation phenomenon; pm affects the entire 
performance of the algorithm.  Usual values of pm are also 
adapted from GA, i.e., 0.001 to 0.05.   The mutation 
probability (MP) is calculated in (5): 
 
MP = fnew – fold, (5) 
 
Where fnew is the fitness value of the newly generated firefly 
and fold the fitness value of the original firefly, for an iteration 
that undergoes nm mutation operations, the average mutation 
progress value AMP is denoted in equation (6): The mutation 
rate updates its value during the iteration process using the 
AMP values.  
 

AMP = ଵ
௡೘
 (5) ܲܯ∑	

 
3.3 Stochastic Approach 
 
The MMFA employs a stochastic approach for balanced 
searching capability in the search space such as Las Vegas and 
Monte Carlo Algorithms.  However, this study only focuses 
on the Las Vegas algorithm, where it outperforms the Monte 
Carlo Algorithm in terms of performance to explore the 
optimum result regardless of time constraint [59], as shown in 
Algorithm 1. 
 
Algorithm 1: Las Vegas Algorithm 
Las_Vegas_Search() 
{ 

while(i <= noOfFireflies){ 
randomly selects from n elements; 
if(n is found) 

return n; 
i = i + 1; 

} 
} 
 
3.4 Student Cumulative Record Prediction Analysis 
Model 
 
The study used a model in analyzing students’ cumulative 
data using who most likely to drop from college (DNSC), as 
shown in Figure 2.  The dataset was fed into the MMFA for 
dimensionality reduction process to fit in classification 

algorithms using Naïve Bayesian and Decision Tree.  The 
success of this model plays a vital role in the decision-making 
of academic administrators where drop-outs can be minimized 
if not prevented by establishing remediation activities for 
students most likely to drop.  
 

 
Figure 2:  Student Cumulative Prediction Analysis Model 
 

3.5 Using Benchmark Datasets 
 
In testing the accuracy of MMFA, the study utilized three 
public datasets, namely: Glass Dataset, Parkinson Dataset 2, 
and Breast Tissue downloaded from the UCI repository 
[60],[33] (see Table 1). 
 
 

Table 1: Attributes of Benchmark Databases 

Dataset 
Attributes 

No. of 
Features 

No. of 
Classes 

No. of 
Instances 

Glass Dataset 10 6 214 

Breast Tissue 9 6 106 

Parkinson 2 23 2 195 
 
 
All the datasets were used and tested through the MMFA for 
dimensionality reduction with the integration of classifier 
algorithms to achieve the optimum prediction accuracy.  The 
datasets were split into training and testing sets using a 
10-fold cross-validation for both Naïve Bayesian (NB) and 
Decision Tree (DT) classifiers.  The DT has consistently 
outperformed the NB for the three datasets, as shown in 
Figures 3-5. 
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Figure 3: Accuracy Test Using Glass Dataset 

 
 

 
Figure 4: Accuracy Test Using Parkinson Dataset 

 
 

 
Figure 5: Accuracy Test Using Breast Tissue Dataset 

 
In the comparison of accuracy results, the study benchmarked 
the existing Immune Firefly Algorithm (IFA) as the basis for 
the performance of the MMFA when applied for feature 
selection with the integration of relevant classifier algorithms.  
The comparative results of the accuracy show that both 
MMFA+NB and MMFA+DT outperformed the existing IFA.  
The result of the performance of IFA is just a benchmark 
result taken from the other relative research for comparative 
purposes only [33].  However, the MMFA+DT shows a better 
performance in terms of prediction accuracy (see Table 2).  
 
 
 
 
 
 
 
 

Table 2: Attributes of Student Cumulative Dataset 

ALGORITHM 

DATASETS 

GLASS 
DATASET 

PARKIN
SON 2 

BRE
AST 
TISSUE 

IFA 
No. of 

Features 8 2 5 

Accuracy 60.32 83.14 68.49 

MMFA+ 
NB 

No. of 
Features 3 4 6 

Accuracy 62.83 83.01 70.76 

MMFA+ 
DT 

No. of 
Features 7 7 6 

Accuracy 73.30 92.82 72.64 
 
3.6 Data Collection 
 
The study utilized a cumulative record of freshmen college 
students of the Guidance and Testing Office of the Davao del 
Norte State College containing the personal and family data, 
socioeconomic status, educational data, record of outstanding 
performance, and tests taken, such as OLSAT and SATT.  The 
said dataset is an official record of the Guidance Office of the 
college, where students were required to fill in the cumulative 
student form during the enrollment period, and this contains 
45 (see Table 3). 

Table 3: Attributes of Students’ Cumulative Dataset 

Dataset 
Attributes 

No. of 
Features 

No. of 
Classes 

No. of 
Instances 

Student 
Cumulative 

Dataset 
45 2 1862 

 
In the experiment, the study utilized two classification 
algorithms, namely: Naïve Bayesian and Decision Tree, using 
a 10-fold cross-validation strategy to arrive on the best model 
with the best prediction accuracy.  The said model can be used 
in the analysis of student dropouts using the students' 
cumulative record for the academic administrations to 
come-up with necessary remediation activities to avoid if not 
minimize dropouts for students in the whole duration of 
students' journeys in the college [61], [62], [63], [64]. 
 
Two prediction models were drawn for student cumulative 
record analysis.  Both models underwent dimensionality 
reduction to come up with the best models concerning each 
classifier algorithm. It is observed that Decision Tree has a 
higher accuracy of 95.82% compared to the Naïve Bayesian 
with only 92.85%, whereby still consistently performing 
better than the Naïve Bayesian and still holds even with the 
benchmark datasets.  With its best model, the Naïve Bayesian 
was reduced to 27% of its features, while the Decision Tree 
also reduced to 23% of relevant features necessary for the 
predictive model (see Table 4). 
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Table 4: Prediction Accuracy Result of Students’ Cumulative 
Dataset 

Datasets 
MMFA + NB MMFA + DT 

No. of 
features Accuracy No. of 

features Accuracy 

Students’ 
Cumulative 

Record 
12 92.85 10 95.82 

 
During the dimensionality reduction process, models were 
created for features.  There were 12 relevant features for the 
MMFA+NB and 10 relevant features for the MMFA+DT.  
The variables in the table represent variables in the students' 
cumulative record of the college where academic 
administrators may consider the said factors that can affect 
student dropouts (see Table 5). 

Table 5: Dimensionality Reduction Result 
MMFA + Naïve Bayesian MMFA + Decision Tree 
Var9, Var13, Var20, Var5, 

Var24, Var12, Var18, 
Var17, Var10, Var8, 

Var28, Var2 

Var14, Var18, Var17, 
Var7, Var10, Var16, 

Var12, Var15, Var5, Var8 

 
4.  CONCLUSION 
 
With the experiments conducted in the study, the goal of 
developing a predictive model for the analysis of dropouts 
using the students' cumulative record was achieved through 
the integration of the MMFA with the relevant classification 
algorithms such as NB and DT.  The MMFA was able to 
explore the optimized solution or model through the search 
space with the use of firefly behavior using the mutation 
process. 
 
Thus, the accuracy achieved through the study can be used by 
academic administrators of the Davao del Norte State College 
in crafting academic policies that enhance students’ 
performance for both curricular and extra-curricular activities 
to minimize dropouts. Future researchers may consider 
integrating the MMFA with other relevant classification 
algorithm to explore its potential use for whatever it serves 
best. 
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