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 
ABSTRACT 
 
Data replication provides an efficient mechanism in dealing 
with data (or storage that hold these data) in large-scale 
distributed systems. Generally, data replication is one of the 
optimization strategies which have been implemented in the 
distributed systems including database communities where 
several copies of data are kept at two or more resource sites to 
achieve performance at high level, availability and reliability 
of the distributed systems. Consequently, it is realized that the 
resource selection process (as part of resource management) is 
tightly coupled with data replication strategies and resource 
management in distributed systems. Accordingly, this paper 
discusses of the existing data replication techniques in 
distributed systems, in particular distributed DBMS, Data 
Grids and Cloud computing environments. Further, a review 
of resource management in distributed systems is also 
provided, with specific focus on both Grids and Cloud 
computing.    
 
Key words: Replication of Data, Grid and Cloud Computing, 
Resource Management, Utility Computing.  
 
1. DATA REPLICATION IN DISTRIBUTED SYSTEMS 
 
To give a better understanding of data replication in 
distributed systems, a simple example of data replication 
environment is provided and is shown in Figure 11, which is 
adopted from [1]. In this example, there are n resource sites 
with { nSSS ,,, 21  } geographically distributed and 
connected through middleware architecture. Further, assume 
that Object X represents data stored at 1S  and replicated to 
all other sites. For simplicity, let assume that the distance 
shown in the figure be directly proportional to the cost of 
access for Object X. Therefore, if User 1 would like to access 
an Object X, he or she can obtain a cheaper cost when this 
object is accessed at either 2S  or 3S , since 2S  and 3S  are 

closer to the user as compared to 1S , where the data was 
originally stored. In such a situation, the benefits of 

 
 

replication are apparent where it increases the performance 
(access cost) of distributed system and the data is still 
accessible despite of 3 out of 4 sites are fails (and therefore 
improving the reliability and availability).     
   
Numerous replication schemes have been developed for 
different distributed system architectures such as Distributed 
Database Management System (DDBMS), Peer-to-Peer (P2P) 
systems, Data Grids/Grid Computing, World Wide Web 
(WWW), etc. Among them, both DDBMS and Data Grids can 
be considered to be the most active research domains in 
distributed systems in recent years. Furthermore, while Grid 
Computing is the predecessor for both Enterprise Grid and 
Cloud computing (as discussed in Chapter 1), it is realized 
that database replication (in particular, DDBMS) plays a 
pivotal role in supporting a transactional online application 
which may exist in both Enterprise Grids and Cloud 
computing systems [2]. With this regards, the discussions 
focus on the existing data replication techniques in DDBMS 
and Data Grid environments in section II and III, 
respectively, before a survey on resource management in 
Distributed Systems is provided in section IV.    

 

1S
2S

3S
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Figure 1: An example scenario of “Object X” being replicated at all 

resource sites [1].   
 
2. DATA REPLICATION IN DISTRIBUTED DBMS 
 
Replication of data in the area of distributed DBMS has been 
discussed for many years [3], [4], [5], [6], [7], [8], [9], [10], 
[11], [12], [13], [14], [15]. Indeed, preserving the consistency 
and ensuring the correctness of replicated data is one of the 
major issues in this type of distributed system. Many 
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replication approaches have been developed to address this 
issue. Generally, these approaches can be generally 
categorized into two categories: asynchronous replications 
and synchronous replications.      
Update transactions are propagated before commit to provide 
consistency guarantees among data which has been replicated 
in synchronous replications (or eager replication). The design 
of this type of replication must satisfy a property called 
one-copy-serializability (1SR) [16]. This property ensures the 
strict consistency among replicated data where the 
intermittent executions that are involved in replicated 
database need to establish a view of a one-copy database. In 
order to guarantee serializability, conflicts are usually 
resolved by using a mechanism called concurrency control 
protocol, which is defined as a process of managing 
simultaneous operations in the distributed database without 
having them interfere with one another [17]. Locking 
methods (e.g., two-phase locking (2PL)) and time-stamping 
methods are the two most well-known approaches which have 
been used for concurrency control. In locking methods, when 
one operation is accessing the database, a lock may deny 
access to other operations to avoid incorrect results. On the 
other hand, time-stamping-based methods ensure the 
correctness and the seriliazability of interleaved operations by 
using a unique identifier that indicates the start time of an 
operation. This identifier is used to order operations in such a 
way that operations with a smaller timestamp get priority to 
be executed in the event of conflict. In other words, the order 
of operations that are conflicting need to be preserved the 
scheduling of job operations is done [17].                             
 
In asynchronous replications, also known as lazy replication, 
a replica can proceed with the execution of write operations 
without delay. In such, other replicas are allowed to get the 
updated value from this updated replica via update 
propagation when this updated replica has committed the 
operation. In other words, asynchronous replications do not 
have to satisfy strict consistency as in 1SR property.  
 
3. DATA REPLICATION IN DATA GRIDS 
 
Applications in Grid environments may involve many events 
and different scenarios of access patterns. Two main 
categories of the scenarios of replication can be generally 
categorized: (1) operations of read-only, and (2) operations of 
update (or write) [1]. Accordingly, for applications that 
involve read-only queries, the strategies of data replication 
can further be categorized into two main streams: dynamic 
and static replication.  Meanwhile, with regard to 
update-intensive applications, data replication strategies are 
adopted from the distributed DBMS community, i.e., 
synchronous replication and asynchronous replication. These 
categorizations are illustrated in  
 
Figure2. However, replication technology used in Grid 
environments is mostly targeted for read-only applications, 
where the main goal is to ensure the minimization on the 

latency of access and also the consumption of bandwidth are 
achieved. Most importantly, replication is done on 
coarse-grained data, i.e., flat data files rather than 
fine-grained data such as datasets from databases [18], [19], 
[20], [21], [22].          
 

 
 
Figure 2: Categorization of data replication strategies which may 

involves in Data Grids environment 
 

3.1 Data Grid Replication Strategies in Read-Only 
Queries 
For a request that does not amend the value of data (i.e. 
read-only query), the data consistency is not an issue because 
the replicated data can be read by an operation without need to 
concern on data correctness. Typically, the data may be 
created at some resource node and can be accessed (and not 
modified) by other resource nodes. These data can be safely 
kept at other replicated resources. Dynamic replication 
approaches can tolerate changes in a pattern of user requests, 
the bandwidth and the capacity of storage, and able to create 
new replicas on new nodes as well as removing replicas that 
are no longer needed, which is depends on the global 
information available in the Data Grid system. A Grid 
Component such as Replica Manager (RM) is responsible to 
make decision on the removal and creation of replica. This 
functionality is usually a part of the data/replica management 
system [23], [24], [21], [25]. Further, [26] provides the most 
recent comprehensive survey on dynamic data replication in 
the area of Data Grids.  
 
In contrast, the strategy of static replication means that a 
static number of replicas is determined at the beginning of the 
life cycle; where no other replicas are migrated or created 
later on [27],  [19], [20], [28], [29]. With this static approach, 
data are replicated in advance to make as many resource sites 
as possible that is sufficient for job operations. For example, 
the implementation of well-known Data Grid services such as 
Globus [27],  [19], [20], [28], [29] and the EUDataGrid [30], 
[31] are designed in such a way that the indices of replica 
location is preserved throughout the systems by a dedicated 
nodes. Indeed, this replication strategy offers a centralized 
and static approach in managing replicas on Data Grids.    
 
It is apparent that dynamic, rather than static, replication 
strategy has been receiving more attention among existing 
researchers in the Grid environment as it able to make smart 
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decisions on data placement which is depends on the 
information that is available in the Grid environment. 
However, both dynamic and static replications come with the 
price of their own disadvantages. Despite of the advantages 
offers by the dynamic approach, this strategy also comes with 
the price of the creation of new replicas while continuous 
assessment on the availability of the resources. 
Notwithstanding this, the static replication strategy has 
several advantages such as faster job scheduling, improved 
fault-tolerance, with no latency which usually occurred in 
dynamic data replication [32].   
 

3.2 Data Grid Replication Strategies in Update Request 
Special consideration needs to be concerned in designing data 
replication for update request. As compared to read-only 
queries, an update request may modify data which further 
compromise data consistency. A replica is modified locally in 
the synchronous model. In this case, synchronization among 
all other replicas is achieved via a replica propagation 
protocol. However, the concept of data replication in 
distributed DBMS is also applied in this case, especially when 
local replicas at other nodes are being modified and/or 
updated. If conflict occurs in such cases, it is crucial to 
re-done the job must with the latest or updated replica.   
    
With regard to asynchronous replication in the area of Data 
Grid, very few researchers have discussed the asynchronous 
model such as in [33]. In this research, different levels of 
consistency are considered, including possible inconsistent 
copy (consistency level -1), consistency file copy (consistency 
level 0) and consistent transactional copy (consistency level 
1). The authors argue that because of the latency caused by 
locking process in strict consistency requirement, the strategy 
is not practical for a Grid computing environment. They 
propose that data consistency with various levels should be 
supported by Grid consistency services. The work is primarily 
focused on data sources with the flat file. The concept of 
database transaction theory which includes locking for 
establishing consistent data becomes the primary reference on 
their discussions.   
 
Meanwhile, in [34], two Grid replication protocols have been 
proposed, namely aggressive copy and lazy copy. In later 
concept (i.e. lazy copy), the replica content is synchronized 
with the primary replica only when Grid sites requests an 
operation. Otherwise, replicas are inconsistent for some time 
until the request for operation is made. Meanwhile, an 
aggressive copy strategy provides full consistency at all time. 
This strategy is similar to synchronous replication method.      
  

3.3 Data Grid Replication in Cloud Computing 
Environments 
Similar to Grids, Cloud applications also benefit data 
replication to get high performance, availability and 
reliability of the Cloud computing systems. However, while 

Data Grids merely deal with files where very rare update 
operations are involved, data replication schemes developed 
for Cloud applications usually deals with replicated data 
which are vulnerable for frequent updates. In such cases, 
issues of data consistency become a focus. In other words, 
Cloud systems share a similar characteristic with distributed 
DBMS in terms of data replication, where the consistency 
issue is paramount and needs to be addressed when dealing 
with data replication.     
 
However, this issue becomes more complex and it is 
undoubtedly difficult to managed, i.e. ACID (atomicity, 
consistency, isolation, and durability) properties in Cloud 
computing environment as compared to traditional 
distributed DBMS. This is due to the nature of Cloud 
characteristics in which data may be replicated across large 
geographic distance [35]. The CAP theorem found in [36] 
proves that a replicated system can only choose at most two 
out of three properties: consistency, availability and 
fault-tolerance. That is, when data are replicated over a wide 
area, the trade-offs between “Consistency” (which is part of 
ACID) and availability for a system are typically 
compromised [35].  
 
Further, research in [37] proposed a new transaction scheme 
paradigm on replicated data for Cloud applications. The 
concept called Consistency Rationing is introduced in order 
to achieve an optimal cost of runtime for a system database in 
the Cloud when inconsistencies introduce a penalty in terms 
of monetary cost. The basic concept of the idea in this 
research is to allow applications to achieve a sufficient level of 
consistency at the very minimum cost as possible. That is, 
consistency requirements are categorized into three types, A, 
B and C. Strong consistency is guaranteed at the very high 
monetary cost per transaction in an A category. The C 
category represents a scheme similar to the one in SimpleDB 
and Yahoo PNUTS, that is, eventual/timeline/session 
consistency; this result an inconsistencies despites its 
minimum transaction cost. Meanwhile in a B category, 
depending on the specified requirement, data is managed with 
either session or strong consistency. The authors show the 
practicality of the proposed scheme through extensive 
experiments implemented on Amazon S3 Cloud storage 
running the TPC-W benchmark.                     
 
In [38], the authors proposed a method that exploits lazy 
(asynchronous) update propagation strategy for data updates 
of data replicas in Cloud computing. The fundamental idea of 
this research is to differentiate the updating data replica 
process and data access in Cloud in order to preserve the 
consistency of data replicas while preserving the availability 
and accessibility and of data services in Cloud systems. In 
other words, the proposed method allows the update 
propagation to be done before the local copy of the replica at 
the server on the master site commits. The rationale behind 
this approach is to avoid inconsistencies in case updating at 
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the master or primary site fails while it may succeed at the 
secondary or slave site.     
 
Other research on dealing with data consistency in Cloud 
application are found in [39], [40], [41] and [42]. In these 
studies, another variant of asynchronous update protocol on 
replicated data is proposed in the Cloud computing 
environment. The authors proposed a scheme called 
Re:GRIDiT which is developed to deal with distributed 
update transaction on replicated data. This approach 
addresses the requirements of novel data-intensive e-Science 
applications in Grid by eliminating the need of a global 
coordinator to synchronize updates on multiple replicas. 
Later, in [42], the same authors enhance the Re:GRIDiT 
approach with strategies on deciding an optimal replica 
placement locations to address the load balancing issue 
among replicas before a refined version, called. Re:FRESHiT 
[43], is developed. Similar to the one proposed in [38], these 
schemes seem to be excellent to be implemented in the Cloud 
environment on their own advantages. However, none of 
these researches addresses the issue of monetary cost incurred 
on executing jobs by resources (which host the replica data 
required by jobs), which is a trademark characteristic of 
Cloud systems. 
 
4. RESOURCE MANAGEMENT IN DISTRIBUTED 
SYSTEMS.  
 
When data replication is considered, two main entities of the 
resource management system are replica placement and 
replica selection. In other words, the efficient strategies on 
the placement and the selection of replica (or resource that 
holds this replica) is of prime importance in order to ensure 
that jobs are served with the most appropriate resources to 
meet the goals of the distributed system. From here onward 
throughout this thesis, the term “resource” will be used to 
refer to the replica or physical resource (storage) that holds 
this replica data in distributed systems. Therefore, with 
regard to the scope of this research, the following will review 
the existing resource management in the area of Data Grid 
and Cloud storage systems in order to give a better insight on 
the significant challenge of resource management, which 
includes resource selection, in both Grid and Cloud system 
environments. 
 

4.1 Resource Management in Data Grids 
Generally, the Resource Management Systems (RMS) as a 
central unit in Grid systems is responsible to address many 
issues in order to ensure the efficiency of Grid in supporting 
various applications. These issues include (a) scalability, 
extensibility and adaptability, (b) preserving site autonomy 
while allowing systems with various policies on 
administrative to inter-operate, (c) resource co-allocations, 
(d) QoS support, and (e) comply with constraint of 
computational cost.    

 
These issues must be addressed in addition to matters such as 
stability and fault-tolerance [44]. Figure3 illustrates the 
general RMS system context in a Grid environment [44]. 
Based on this diagram, the implementation of user 
applications is done via a usage of Grid toolkits services. This 
toolkit presents an abstraction of suitable application via 
services offered by the RMS. One of the most well-known 
RMS architectures in the Data Grid area is the one developed 
for the EUDataGrid project [45], [46]. The main components 
of RMS considered in this project are shown in Figure4 [45]. 
From this figure, it is obvious that replica selection is an 
optimization process that must be considered in the replica 
management service in the area of Data Grid.                            

 

 
Figure 3: General RMS system context in Grid environment [44]. 

 

 
Figure 4: The main entities in Replica Management System in 

EUDataGrid project [45]. 
 
Also based on the EUDataGrid project [45], [47], the 
simulation tool called OptorSim can be considered as one of 
the most well-known simulation packages which have been 
designed to investigate the efficiency of algorithms for replica 
optimization in Data Grid environment. This is especially 
true when many existing researches in replication 
optimization in the area of Data Grid have been working with 
this simulation tool such as in [48], [49], [50]. The 
architecture of this simulator is illustrated in Figure5 [51]. 
The construction of the simulator was guided by the 
assumption that Grids are composed of two or more sites. 
These sites may provide storage resources and computational 
resources when jobs are submitted. User Interface in a Grid 
systems is used by the user to submit jobs. Each of these sites 
may equipped with zero or more Storage Elements (SE) and 
zero or more Computing Elements (CE). CE is responsible to 
execute jobs which may used the data which are kept in SE. 
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The job scheduling to CE is controlled by the Resource 
Broker (RB). Network nodes or routers are represented by the 
sites with no SE or CE. Replica Manager (RM) is a 
component that is responsible to decide the movement of data 
together with their jobs between sites. Another component 
that is within RM is called Optor, which control the decision 
on the creation and deletion of replicas. Replica optimization 
algorithm is the main function of Optor. OptorSim performs 
two different types of optimizations: (1) the RB uses the 
scheduling algorithms for job allocation, and (2) the RM at 
each site uses replication algorithms to make decision on 
which data (file) to replicate, which data to delete and when to 
replicate a data [52], [53]. The ultimate goal is to minimize 
the execution time for jobs, together with the efficient use of 
resources in Grid system.  

 

 
Figure 5: Architecture of simulated Data Grid architecture 

(OptorSim) [51].   
 

Indeed, the design of resource management in the Data Grid 
area is tightly coupled with the implementation of replication 
strategies employed in the respective Grid systems. That is, 
replica (or the resource that hosts the replica) management is 
a Grid service which has a replica manager to delete or create 
the replicas in the storage systems. Therefore, the 
replacement, creation and selection of replicas together with 
the maintenance are all considered in replica management. 
However, only the first three functionalities (i.e. replica 
creation, placement and deletion) are considered as a main 
function of replica management. Based on different strategies 
of replacements, creations and selection of replicas, the 
replica management can be classified into several types as 
shown in Figure 66 [54], [55]. Based on this classification and 
due to the dynamic nature of Grid environment, the simple 
replica management strategy is not suitable for such 
environment as it frequently replicate data which may 
introduce high overhead. A model in hierarchical form is 
designed for EUDataGrid [30], [31], [23] and is not suitable 
for the structure of hybrid and P2P network. The main 
problem for economic model lies on its complexity on the 
evaluation of computing. Further, many other aspects are also 
considered by other replica policies.      
Li et al. [56] propose a scalable method on replica location 
where the determination of effective location for various 
replicas of the same data is used by home nodes. Also in this 

method, the local replica is used to support local query for 
replica.      

 

 
Figure 6: Replica Management Strategies in Data Grid [54], [55]. 
 

4.2 Resource Management in Cloud Storage 
Resource management in Cloud storage deals with the issue 
to provide durability, high data availability, and 
cost-efficiency both for Cloud storage providers and Cloud 
users. Similar to Data Grids, the goals of achieving this high 
quality of system service are usually gained via an indirect 
replication (i.e. customer intervention or request is not 
required as an automatic data replication) in Cloud storage 
systems. In such situations, it is realized that replica 
placement and/or resource selection are also paramount in 
resource management in Cloud storage systems.    
 
Replica placement in the management of replication has 
become an active research focus in Cloud storage. A scheme 
of replication management that is cost-effective has been 
proposed in [57],  named CDRM, for a Cloud storage cluster. 
Two main issues have been addressed in this research: system 
availability and load balancing. In terms of availability, the 
fundamental concept of the proposed approach lies in the 
relationship between the number of replica and availability 
[58]. That is, more replicas creation will increase the system 
availability as it can mask any resource failure which allows 
the operation of distributed systems to continue despite this 
interruption. However, this comes with the price of higher 
resource management cost when the number of replicas is 
increasing. Therefore, the proposed CDRM scheme is 
leveraged in order to calculate and maintain the minimum 
number of replicas for a given availability requirement, which 
further minimizes the resource management cost while 
preserving good system availability for Cloud storage 
systems. Meanwhile, with regards to load balancing issues, 
this research proposed a new scheme of replica placement in 
order to distribute load efficiently across data nodes clusters. 
Similarly to [57], research done in [59] adapts replica 
placement strategy described in [58] by expressing 
availability as a function of replication degree in order to 
improve the availability of data, its reliability and the 
utilization of network bandwidth, while minimizing the 
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trade-offs between data availability and resource management 
cost. The main difference brought by this research is that it 
developed a PC cluster-based Cloud storage system (cheaper 
than the high performance server), which is implemented 
with Hadoop Distributed File System (HDFS) [60] by 
enhancing replication management schemes in order to 
provide inexpensive storage.     
 
Further, research in [61] proposed a Cloud storage 
management service called ecStore, an elastic Cloud storage 
system to support automatic data replication and partitioning, 
efficient range query, load balancing, and transactional 
access. The proposed system is part of a project called epiC 
(elastic power-aware data-intensive Cloud) [62] , which is 
developed to support OLTP and analytical workloads. 
Specifically, the design of ecStore provides dealing with 
consistency issues of load-balancing and data replication 
problems in ranged-partitioned systems. The system handles 
two categories of issue in data replication, namely, which data 
should be replicated, and where to replicate data. A two-tier 
replication mechanism is used in order to improve load 
balancing and data availability for ecStore. Two kinds of 
replicas are considered for each data object – slave and 
secondary e replicas – in addition to its primary copy. The 
first tier of replication represents K level of replication for all 
data objects. The objective of the replication scheme at tier 1 
is similar to the one in [59], which is to maintain the 
minimum replica creation and named secondary replicas, 
together with the primary copy for the data reliability 
requirement. Meanwhile, at the second tier, the additional 
replicas, called slave replicas, are associated with popular 
data objects in order to support frequently accessed objects for 
load balancing. When a flash crowd (a sudden increase in 
query requests) is faced by primary copy or secondary replica, 
the scheme will create slave replicas to help support the 
dynamic nature of workload pattern. By doing this, the 
minimization of all possible replication cost can be preserved. 
These costs may include replica consistency maintenance cost 
and replica storage cost. In addition, Figure7 illustrates the 
stratum architecture of the transactional Cloud storage 
considered in [61]. In ecStore, the storage system consists of 
three main stratums: a transaction management layer, a a 
replication layer and a distributed storage layer. The bottom 
stratum (storage nodes) is organized as a balanced 
tree-structured overlay and assigns a data range for each 
storage node based on BATON [63]. Meanwhile, in the 
middle layer, the structure of BATON is extended with a 
two-tier partial replication strategy, as previously discussed. 
Finally, the optimistic and multi-version protocol for 
concurrency is implemented in the transaction management 
module on the top stratum of this architecture.           

 
Figure 7: Stratum architecture of transactional cloud storage [61].   

 
Similar concerns on both system availability and 
cost-efficiency are the focus in research work done in [64]. 
Specifically, this research proposed a new scheme on 
managing data replication in Cloud storage systems which 
can dynamically allocate the resources of a data Cloud to 
several applications in a cost-efficient and fair way. Three 
objective functions are simultaneously defined to address the 
problems in hand: (1) maximizing data availability, (2) 
minimizing communication cost, and (3) maximizing net 
benefit. With regard to the first objective, the proposed 
scheme provides high data availability by placing all replicas 
of any particular data to a set of different storage resources 
(servers) which may be geographically diverse. Further, to 
address the issue of high communication cost induced by this 
diversity, the second objective is achieved by maximizing data 
proximity among distributed replicas. Meanwhile, the last 
objective function is defined based on the fact that the 
operational cost of a server is influenced mainly by the query 
processing and communication overhead, its physical 
hosting, quality of the hardware, its storage, and the access 
bandwidth allocated to the server. That is, the net benefit is 
minimized by replacing expensive servers with cheaper ones, 
while maintaining a certain minimum data availability 
promised by SLAs to clients. The experimental results 
demonstrate the feasibility, the effectiveness and the low 
communication overhead of the proposed model. 
 
5. SUMMARY AND REMARKS.  
 
In this paper, a survey of data replication and resource 
management in distributed system is presented. In particular, 
we provide insight on the importance and how both data 
replication and resource management are facing their 
challenges in distributed systems, especially in the area of 
Grid and Cloud computing systems.   
 
From the perspective of replication technique, we show that 
asynchronous replication is more desirable than synchronous 
replication in a highly dynamic large-scale distributed 
environment as it allows weaker consistency and is not 
required to satisfy 1-copy-serializability (1SR) property. 
Meanwhile, from the resource management point of view, we 
show that resource selection is insufficiently addressed in the 
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utility-based computing environment, both in the area of 
Enterprise Grid and Cloud systems.  
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