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ABSTRACT 
 
Air contamination has become a major issue in 
India. Cities like Delhi, Lucknow, and Agra are 
suffering from severe air pollution. So to protect 
people from air pollution is by predicting the 
concentration of air pollutant in air in future years. 
In this work, a functional model is built to predict 
the concentration of air pollutants like SO2, NO2, 
PM2.5, CO and O3 in the air in Indian cities like 
Delhi, Agra, Lucknow. We take the meteorological 
data like temperature, relative humidity, wind 
speed and direction for the accurate prediction of 
pollutants. 
 
Key words: Functional Model, Fully Connected 
Network, Long Short Term memory, Recurrent 
Neural Network. 
 
1.  INTRODUCTION 

Due to industrialization and urbanization air 
pollution has become a major problem in India. 
The WHO report [8] says that, 14 out of 15 most 
polluted cities in the world are in India. Air 
pollution causes severe health problems like 
cancer, respiratory problems, heart attack etc. Most 
of the Indian cities are polluted, Delhi and Kanpur 
are top among them. In 2016 Kanpur is the most 
polluted city in India in which PM2.5 on an 
average of 173 micrograms per year. The major 
pollutants in India are SO2, NO2, PM2.5, CO and 
O3. 

● SO2: India is the largest emitter of SO2 in 
the world [11]. The source of SO2 in the 
atmosphere is the burning of fossil fuels in 
power plants and other industrial factors. 
 

● NO2: Nitrogen oxide is not directly 
emitted from any source, but is formed 
from reaction between gases in the air 
under the influence of sunlight and high 
temperature [12]. NO2 is a dangerous 
pollutant because of, it is the reason for 
the formation of PM2.5 and ozone. Thus, 
breathing the air with a high convergence 
of NO2 can cause diseases in the human 
respiratory system. 

 

● CO: Carbon monoxide (CO) [13] is a 
colourless, odourless, and non-irritating 
gas which is difficult to detect which leads 
to unexpected death. CO is formed due to 
incomplete combustion of organic 
material, for example, gasoline, coal, 
wood, propane, and natural gas. CO [13] 
concentrations reach a maximum in the 
early morning hours due to heavy morning 
traffic and then fall to elevated levels 
during the day. A second peak of CO 
concentration is usually observed 
corresponding to the late afternoon traffic 
period, and decreases to low levels during 
the night. Almost three years the  CO will 
remain in the air. The sources of carbon 
monoxide have been continuously 
increasing during the last few years in 
most of the urban areas. 

 
● O3: Surface level ozone [14] is one of the 

important air pollutants. It is formed by 
the reaction of atmospheric pollutants in 
the presence of sunlight. The surface 
ozone shows variation in the country. The 
levels are high during summer and low in 
monsoon seasons. 
 

● PM2.5: The particulate matter [13], [15] 
refers to the solid or liquid particles in its 
form of dust, mist or smoke etc. originated 
by the dispersion of particles from 
breakdown of solid material. The particle 
size is one of the most important 
characteristics of airborne particulate 
matter because it controls the residence 
time of particles in the ambient air. If the 
particle that has a diameter less than 2.5 
micrometers then these particles can enter 
the lungs through our nose and some may 
even enter the circulatory system this 
causes many respiratory problems, lung 
diseases etc.  Because of its small size, 
light and fine particle they can stay longer 
in the air. 

 
These are the major pollutants that can cause severe 
health problems. The PM2.5 is the dangerous air 
pollutant because of its small size it can easily 
entered and penetrate deeper into the lungs than 
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larger particles [13]. So most of the previous 
studies are based on the concentration of PM2.5. 
This work is focus on the prediction of different air 
pollutants like SO2, NO2, PM2.5, CO and O3 using 
RNN and the prediction of meteorological factors 
like temperature, relative humidity, wind speed and 
direction using LSTM then concatenate the output 
of these models and build a functional model to 
predict the accurate values of the air pollutants.  
For our research study and experiments, we choose 
Delhi, Lucknow, Agra etc.  India is one of the most 
populated country in the world, therefore 
forecasting air pollution in Indian cities would have 
a high impact on people's lives. The data is 
collected from the Central Pollution Control Board 
website. 

Problem Statement: To predict the concentration of 
air pollutants like SO2, NO2, CO, PM2.5, O3 in 
industrial cities like Agra, Delhi, Lucknow in India 
using deep learning models. 

Objective: 

 Predict the air quality of different cities 
using RNN and LSTM. 

 Predict the air pollutant concentration 
using RNN and predict the temperature, 
wind speed, wind direction and relative 
humidity using LSTM. 

 Build a functional model by concatenating 
the output of LSTM and RNN and give to 
a Fully Connected layer for accurate 
prediction 

The main contribution of this paper is to predict the 
air pollution of cities in India and then say what 
will be the condition of air in those cities in future. 
The figure 1 [19] shows different levels of air 
pollutants level. 
 

 
 

Figure 1: Pollutants levels. 
 

2.  LITERATURE SURVEY 
 
In this section, we discuss the related works on 
predicting the air pollution using various deep 
learning methods. In previous papers, most of them 
predict the concentration of PM2.5 using various 
factors and methods. 
 

In paper [4] it uses one dimensional convolutional 
networks and bidirectional Gated Recurrent Unit 
(GRU). The use of convolutional network is to 
reduce the size of input data by extracting its 
features. It process the meteorological data and 
PM2.5 time series data. The data preprocessing is 
done using 1D convolutional networks and 
prediction of PM2.5 time series data by using 
bidirectional GRU. 

In paper [1], [6], it predicts the concentration of 
pollutant PM10 using deep learning models like 
Recurrent Neural Network (RNN), Long Short 
Term Memory (LSTM), and Gated Recurrent Unit 
(GRU). The input data is normalized to set in the 
range of 0 to 1. The six dimensional input such as 
temperature, Humidity, U-wind component, v-wind 
component, Precipitation and Total cloud cover is 
fed into the neural network and gives the predicted 
value of PM10 in the air. 

In paper [2], the bidirectional LSTM model is used 
to predict the concentration of PM2.5. The input 
given to Model is PM2.5, and different 
meteorological factors. Because of taking the 
bidirectional LSTM it takes the input in forward 
and backward layer, and output from both layer are 
concatenated and given to an activation function 
for prediction. 

The paper [3], [21] is to predict the concentration 
of PM2.5 using the seq2seq model. The sequence 
to sequence has the encoder and decoder both 
contains RNN and it runs in a step by step manner 
i.e. it is not parallel. So sequence to sequence has 
slow training speed, because of the RNN in the 
encoder. Another problem in error accumulation. 
So the RNN is replaced with a fully connected 
layer in order to increase its speed. In the decoder 
part N-step recurrent prediction is applied to 
improve the accuracy. 

The time series based LSTM Model [5], this is to 
predict the concentration of air pollutants in India 
using meteorological factors, traffic data, festivals 
and national holidays. So here prediction of 
concentrationof air pollutants is done and also it 
calculates the air quality index in future. It takes the 
current input data and predicts the next hour 
pollutant. These four dimensional data are fed into 
the LSTM model.   

3.  METHODOLOGY 
 
There are six prominent pollutants in the air, 
Particulate Matter (PM2.5 and PM10), Carbon 
Monoxide (CO), Ozone (O3), Nitrogen dioxides 
(NO2), Sulphur dioxide (SO2).  India’s Central 
Pollution Control Board now routinely monitors 
these pollutants. The observing of meteorological 
parameters like wind speed and direction, relative 
humidity, and temperature has been integrated 
along with the monitoring of air quality. The aim of 
this work is, to predict the concentration of air 
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pollutants like SO2, NO2, PM2.5, CO, O3 in the air, 
in industrial cities in India. The proposed method 
consists of three phase: 

 Prediction of Air Pollutants Using RNN. 
 Prediction of Meteorological Data using 

LSTM. 
 A Deep Learning Prediction Model by 

combining multiple input. 

 
 

Figure 2: Proposed Architecture. 
 
The proposed  model shown in figure 2, is used  for  
the  prediction  of  air pollutant concentration  is  
designed  using deep learning methods like 
Recurrent Neural network (RNN), Long Short 
Term Memory (LSTM), and Fully Connected 
Network (FC). A functional model is built by 
concatenating the output of RNN and LSTM, and 
then giving it to a fully connected layer for more 
accurate prediction. The  real  time  data  of  
pollutants  is  downloaded  from  the  Central 
Pollution  Control  Board  (CPCB) website [7]  
every  day  from  2016  to  2018. The data is 
normalized using Min-Max Scalar function in 
python. The input to the Recurrent Neural Network 
is a time series data, the values of air pollutants like 
SO2, NO2, CO, PM2.5, and O3. The day to day 
input is given and predicts the next day's value. 
Similarly the input to LSTM is time series data of 
temperature and relative humidity and predicts the 
next day temperature and relative humidity. The 
output from RNN and LSTM is concatenated and 
given to a fully connected layer for more accurate 
prediction. 
 
3.1 Prediction of Air Pollutants Using RNN 
 
In this section, the RNN is used to predict the 
concentration of air pollutants like SO2, NO2, CO, 
PM2.5, and O3. For data preprocessing, first step is, 
remove the columns that is not need, check missing 

values if there is any missing value (0 or None) 
then replace it with a quartile value. Quartiles [16] 
in statistics are values that divide your data into 
four equal parts. The first quartile (also called the 
lower quartile) is the number below which lays the 
25 percent of the data. The second quartile (the 
median) divides the data in the middle and has 50 
percent of the data. The third quartile (also called 
the upper quartile) has 75 percent of the data. And 
find the mean of each quartile values then replace 
zeros with mean of quartiles that zeros comes in 
position between the quartiles. Min-Max Scalar [5], 
[20] of sklearn library is used to convert whole 
dataset into float data type. When scaling, the value 
varies between 0 and 1. 
 

 
 

Figure 3: Recurrent Neural Network. 
 
RNN [10] is a deep neural network, whose basic 
structure is unit. The unit of vanilla RNN is shown 
in Figure 4 [3]. At each time step, the input consists 
of the data of the current time step and the hidden 
state of the previous time step [3], [10]. This 
current time step input and previous time step input 
is multiplied with a weight and given this to a tanh 
function and get the output of the current time step. 
The hidden state at time steps can be calculated in 
equation (1) [3]: 
 
	ℎ௦ = tanh	(ܹ ∗ [ℎ௦ିଵ,ݔ௦] + ܾ)                          (1) 
 

tanh(ݔ) = 	 ௘
ೣି௘షೣ

௘ೣା௘షೣ
                                            (2) 

 
Figure 4: The structure of vanilla RNN unit. 

 
Where	ℎ௦ିଵ	the hidden state of previous time step 
is, ℎ௦		ishidden state of current time step, ܹ and ܾ 
are the weights and biases, respectively. For a 
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regression problem such as air quality prediction, 
the final hidden state can be used to obtain the final 
prediction by [3], [10]: 
 
݌ = 	 ௣ܹ ∗ ℎ௦ + 	ܾ௣                                             (3) 

Where	݌ is the final prediction, ℎ௦	is the final 
hidden state of RNN.	 ௣ܹ	and ܾ௣	are weights and 
biases. 

3.2 Prediction of Meteorological Data Using 
LSTM 

Here temperature, relative humidity, winds speed 
and direction data are used. So the prediction of 
meteorological factors like temperature, relative 
humidity, wind speed and direction are takes place 
here using LSTM. For data pre-processing, first 
step is, removing columns that is not need, replace 
the missing value with a quartile value by finding 
the mean of each quartile values. When a missing 
value comes in position between the quartiles 
replace with its mean. Here also scaling is 
performed because, LSTM model works best on 
values in 0-1 range.The LSTM architecture is 
shown in figure 5. The structure of LSTM unit is 
shown in Figure 6 [3], [9]. LSTM [9] is comprised 
of cells, which memorize the information. It 
consists of: 

 Forget gate: Current input and previous 
output are multiplied with weight followed 
by the addition of bias, which is given to a 
sigmoid function and get a value between 
0 and 1. If the output is 0, the piece of 
information is forgotten else keep. 
 

 Input gate: It decide what information are 
going to store in the cell state. First we 
pass current input and previous output to a 
sigmoid function it gives a value between 
0 and 1. After that, the current input and 
previous output is given to a tanh function 
and gets a value between -1 and 1. Then 
both are multiplied and decide which 
information is to be keep in the cell. 
 

 Output gate: First a vector is generated by 
applying tanh function on the cell.  At last, 
the values of vector and the regulated 
values are multiplied to be sent as an 
output and input to the next cell. 

After computing output of LSTM [3] are in the 
range of (0, 1) if it is close to 0 almost nothing 
enters the cell. If it is 1  

 

Figure 5: Long Short Term Memory. 

The hidden state of	ݏ௧௛	time step can be computed 
as [3]: 

݅௦ = ߪ( ௜ܹ*[ℎ௦ିଵ,	ݔ௦]+ܾ௜)                                     (4) 

௦݂ = ߪ( ௙ܹ*[ℎ௦ିଵ,	ݔ௦]+ ௙ܾ)                                    (5) 

)ߪ = ௦݋ ௢ܹ*[ℎ௦ିଵ,ݔ௦]+	ܾ௢)                                    (6) 

)ℎ݊ܽݐ =ሚ௦ܥ ௖ܹ*[ℎ௦ିଵ,	ݔ௦]+ܾ௖)                               (7)  

௦ିଵܥ*௦ = ௦݂ܥ + ݅௦ ∗  ሚ௦)                                         (8)ܥ

ℎ௦ = ݊ܽݐℎ(ܥ௦)* ݋௦                                                (9) 

 

Figure 6: The structure of LSTM unit. 
 
Where ݅௦ is the input gate, ௦݂ is the forget gate, and 
 is a candidate cell value that	ሚ௦ܥ .௦is the output gate݋
represents new information, ܥ௦represents the cell 
value, ℎ௦is the current hidden state, ℎ௦ିଵis the 
previous hidden state. 	ݔ௦is the data of 	ݏ௧௛	 time 
step. ܥ௦ିଵis the cell value of the previous time step, 
and it represents old information. W and b are 
weights and biases respectively. 
 

3.3 A Deep Learning Prediction Model 
Combining Multiple Inputs 

The output (Predicted value) from the LSTM and 
RNN is concatenate and give to a fully connected 
layer to improve the accuracy prediction. Fully 
Connected network is shown in figure 7. 
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Figure 7: Fully Connected Network. 

 
Fully Connected [17] layers in a neural network are 
those layers where all the inputs from one layer are 
connected to every activation unit of the next layer. 

 
Figure 8: Functional model for prediction by 

combining multiple inputs. 
 
In most of the machine learning models [17], [22] 
the last few layers are full connected layers, which 
compile the data extracted by previous layers to 
form the final output. Let x be the input to a fully 
connected layer. Let ݕ௜ be the ݅௧௛ outputfrom the 
fully connected layer. Then ݕ௜	is computed as: 
 
	௜ݕ = )ߪ	 ଵܹ ଵݔ	∗ + ⋯+ 	 ௠ܹ ∗  ௠)                  (10)ݔ	
 
The functional model is shown is figure 8. It is the 
combination of multiple deep learning model that 
is, the output of two or more models is combined 
and given as an input to another model. Here we 
take LSTM and RNN as two deep learning models. 
 

4. EXPERIMENTS AND RESULTS 
 
The experiment was setup in Ubuntu version 18.04 
and python 3.5with tensorflow 1.8 and with the 
help of Keras the neural networkcan be build. 
 
The model used for the prediction of air pollutant 
concentration is designed using deep learning 
methods like Recurrent Neural network (RNN), 
Long Short Term Memory (LSTM), and Fully 
Connected Network (FC). A functional model is 
built by concatenating the output of RNN and 
LSTM, and then gives it to a fully connected layer 
for more accurate prediction. The real time data of 
pollutants is downloaded from the Central Pollution 
Control Board (CPCB) website [7] [23] of every 
day from 2016 to 2018. The data is normalized 
using Min-Max Scalar function in python. The 
input to the Recurrent Neural Network is a time 
series data, the values of air pollutants like SO2, 
NO2, CO, PM2.5, and O3. The day to day input is 
given and predicts the next day value. Similarly the 
input to LSTM is time series data of temperature 
and relative humidity and predicts the next day 
temperature and relative humidity. The output from 
RNN and LSTM is concatenated and given to a 
fully connected layer for more accurate prediction.   
 
Air Quality Standards [7] are the standards for 
ambient air quality which is by the Central 
Pollution Control Board (CPCB) in India. The 
major air pollutants Indian Standards are described 
in the figure 1. 
 
The whole dataset is divided into train data and test 
data. The deep learning model will learn with the 
help of train data and error is evaluated using Root 
Mean Square Error (RMSE). RMSE is the 
difference between air pollutant values predicted by 
a model or estimated value and the value actually 
observed. The model is trained on past data. 
 
The dataset contains the values of air pollutants like 
SO2, NO2, CO, PM2.5, and O3, wind speed, wind 
direction, temp, and relative humidity of cities 
Agra, Delhi, Lucknow etc. of the year 2016 to 
2018. 
 
The data is preprocessed by removing columns that 
is not need, check missing values if there is any 
missing value (0 or None) then replace it with a 
quartile value. Quartiles [16] in statistics are values 
that divide your data into four equal parts. The first 
quartile is the number below which lies the 25 
percent data. The second quartile is the middle 
value. The third quartile has 75 percent of the data. 
And find the mean of each quartile values then 
replace zeros with mean of quartiles, which zeros 
comes in position between the quartiles. MinMax 
Scaler [5], [20] of sklearn library is used to convert 
whole dataset into float data type. In scaling, the 
value varies between 0 and 1. 
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Figure 9: After applying shift function. 

 
After that convert the data into data frame by, 
applying shift operation in python which is shown 
in figure 9. A Data frame [18], [23] is a two-
dimensional data structure, i.e., data is aligned in a 
tabular fashion in rows and columns. Pandas [18] 
Data Frame consists of three principal components, 
the data, rows, and columns. When dealing with 
time-series data, the shift method is used to shift 
values in a column up or down.  After the shifting 
operation the output is shown in figure 9. 
 
5. CONCLUSION 
 
The model for air quality prediction, proposes a 
functional model for more accurate prediction.  
This model is the concatenation of RNN and LSTM 
outputs. With the help of RNN and LSTM we can 
predict the pollutants concentration correctly. 
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