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ABSTRACT  
 
The sphere of construction and architecture primarily sets 
itself the task of creating a functional and interoperable 
space that will meet the primary and daily needs of a person. 
The evolution of urban planning principles has led to the 
need to increase the degree of urbanization, density of 
buildings, expansion of functional links between public and 
residential elements of the urban environment, to the 
formation of multifunctional residential complexes with an 
"open" service system. A multifunctional residential 
complex is a modern form of organization of the city's 
residential environment, in which the needs of each 
personal housing, work, recreation and communication are 
most fully realized. Demand creates supply. Gradually, 
there is a change of concept in the organization of 
construction. Investors and developers first think through 
the organization of the multifunctional residential complex 
under construction, as the quality of housing and the 
possibility of obtaining various services directly in the area 
of residence are valued very highly. 
One of the most important factors for construction 
companies is cost. Any feasibility study for any investment 
(project) requires an accurate cost estimate in order to make 
the right decision about the future fate of the project: move 
forward, or cancel the investment. In addition, cost 
estimation is a very important tool for managing 
construction projects. For example, it provides founders 
with a perfect image for the projected cash flow (cash flow) 
over the entire life cycle of the project. Thus, improving the 
methods of estimating the cost of the will contribute to 
more effective control over time and costs in construction. 
The reliability and reliability of these estimates is 
significantly affected by a number of uncertain but 
predictable factors. The main function of cost estimation is 
to create a reliable forecast of the cost of construction. 
However, the projected cost depends on the customer's 
needs and the available information and data. 
 
Key words: Neural network, buildings, estimate costs, 
construction. 
 
1. INTRODUCTION 
 
The creation of multifunctional complexes is due to its 
following advantages over highly specialized centers 
[1-7]:  
 

• efficient use of the land plot and saving of resources 
(in particular energy resources);  
• reducing the unit cost of creating an item due to its 
scale;  
• flexible repurposing possible with increased 
competition in the market;  
• the target audience has several reasons for visiting 
the site;  
• high investment attractiveness of the project, due to 
the reduction of risks due to the diversification of 
investments (investment in different types of real estate).  
Many studies have been conducted on the use of neural 
networks in construction projects [8-10]. For example, the 
study focuses on developing a model for estimating the 
cost of construction projects at an early stage in the Gaza 
region. The data sets were collected from 71 projects 
[11-19]. The artificial neural network model that was 
developed had a hidden layer and seven neurons. The 
results obtained during the simulation and after the 
training showed that the neural network was able to 
reasonably anticipate the cost of buildings at an early stage, 
using basic project information and without the need for 
more detailed development. After analyzing the sensitivity, 
we saw that there were many effective factors, such as the 
floor area of the first floor, the number of foundations and 
the number of elevators in buildings, that affect early 
estimates of the cost of a building [6].  
Another example of research is devoted to the 
development of a model using an artificial neural network, 
which can provide for the total cost of construction 
projects in the country of the Philippines. Data sets from 
30 completed projects were collected and randomly 
divided into three groups: 20% for performance testing, 60% 
for training, and 20% for network generalization. Six 
parameters were selected as input parameters. These 
variables were first introduced into the structure of an 
artificial neural network, and the simulation was 
performed using MATLAB. Then a better model was 
developed to estimate the total structural cost. It consisted 
of 7 hidden layer nodes, 1 source node, and 6 variables as 
input. The model of artificial neural network was also 
developed and provided for the full structural cost of 
buildings with sufficient preparation and results of stage b 
testing [7].  
Despite the high performance of neural networks in 
previous studies, the process of developing and 
implementing neural networks for parametric cost 
estimation has a number of problems related to the 
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network itself [20]. First, designing a network architecture 
and setting its parameters is not a simple approach; it 
requires some trial and error processes. Second, learning 
algorithms such as reverse propagation require 
optimization of network training in order to achieve 
adequate generalization, otherwise the memory capacity 
will be used by the network to remember the actual results. 
This problem can be easily avoided at the learning stage 
by prohibiting a network error from being zero, because a 
zero network error means that the network remembers. 

 
2. MATERIALS AND METHODS 
 
Parametric estimation is a method that uses a statistical 
relationship between historical data and other variables to 
value the resources of a planned operation. Using this 
method, you can get a more accurate estimate of the cost, 
because this approach requires less detail compared to 
other methodologies. The level of accuracy of the estimate 
depends on the complexity, the amount of resources 
allocated for such work, and the cost data embedded inthe 
model. For example: in order to get an estimate of the cost, 
you need to multiply the planned amount of work by the 
cost of one unit in the past [4].  
Developing a new model for estimating parametric costs is 
quite a complex process, so it needs to be simplified by 
creating a course of action that covers whole parts of this 
process:  

 
Figure 1: procedure of parametric cost estimating 

 
Figure 1 shows the procedure of parametric cost 
estimating. 
The first step is to identify the problem. Defining a 
problem is the first step in any given scientific method.  
The second step is data collection. Parametric estimation 
requires a large database where historical records are 
extremely important. Design and engineering parameters 
that control parametric cost estimates are developed from 

the peripheral cost is to database. Data collection can be 
considered as the most important stage. Without sufficient 
relevant data, parametric estimation cannot be successfully 
implemented.  
The third step is data normalization. This process ensures 
that every single database entry is located in the same 
database. As a rule, in a construction project, the cost data 
for each project must be adjusted to differ in time and 
location. This step is important and must be completed 
before further data analysis can be performed [24].  
The third step is the development of a parametric model of 
cost estimation. It provides for determining the 
relationships of variables used in the model, and inferring 
the cost estimation relationships. Cost estimation ratios are 
mathematical models or graphs that estimate the cost. The 
basis for selecting parameters to use in the model should 
be more than just statistical confidence, but the inclusion 
of parameters should also be based on logical and 
theoretical reasoning.  
The fifth step of the parametric estimation procedure is to 
establish model constraints. The model is usually designed 
with a limited data set, so it only applies to the ranges of 
variables used in the model [21].  
The last, sixth stage is the documentation processing 
model development [22]. The assumptions and limitations 
of the model must be properly formulated to facilitate 
successful implementation of the model. Notes should also 
be written for any uncertainty in the data and its estimation. 
The information and meaning of terms used in data 
collection and model development should be documented 
along with all calculation methods [9].  
An artificial neural network is a mathematical model, as 
well as its software or hardware implementation, based on 
the principle of organization and functioning of biological 
neural networks - networks of nerve cells of a living 
organism. This concept arose when studying the processes 
that occur in the brain of a living organism, and when 
trying to model these processes [23].  
Neural network is based on a set of interconnected nodes, 
which are called artificial neurons (similar to biological 
neurons in the brain of living creatures). Each connection 
between artificial neurons can transmit a signal from one 
to the other [1].  
An artificial neural network usually consists of three 
layers: an input bus with input neurons, a hidden layer 
with hidden neurons, and an output layer with output 
neurons-a perceptron  
Frank Rosenblatt, proposed by him in 1957 (Figure 1). 
 
 

First step
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Data collection
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Figure 2: Schematic representation of the technique of random 

decision forests 
 
Figure 2 shows the schematic representation of the 
technique of random decision forests in neural network. 
Each input layer neuron is connected to each neuron in 
the hidden layer, and in turn, each hidden layer neuron is 
connected to each output layer neuron. The one of the 
hidden layers and the number of neurons in each hidden 
layer can be one or more. The number of network 
neurons, hidden neurons, and output neurons is the 
network architecture [6].  
Combining a large number of neurons into a single 
network allows you to solve quite complex problems. 
Knowledge enters the neural network from the 
environment and is used in the learning process. For the 
accumulation of knowledge, connections between 
neurons are used,which are called synaptic scales [27].  

 
Figure 3: Diagram of the neuron / Neural circuit 

 
Figure 3 shows us the diagram of the neuron with active 
signals. 
Signals Xiarrive at the input of the neuron, are multiplied 
by the corresponding weight coefficients Wi, after which 
their sum Sis obtained with the help of an adder. The 
summation result is sent to a nonlinear Converter that 
implements some nonlinear function called the activation 
function for the neuron transfer function: the result of its 
action is sent to the output of the neuron – Y [3].  
By its organization and function, an artificial neural 

network with multiple inputs and outputs performs some 
transformation of input stimuli - sensory information 
about the external world-into output control signals. The 
number of converted stimuli n is equal to the number of 
network inputs, and the number of output signals 
corresponds to the number of outputs m. A collection of 
all possible input vectors of dimension n forms a vector 
space X. Similarly, the output vectors also form an 
unsigned space, which will be denoted by Y. Now the 
neural network can be represented as a certain 
multidimensional function F: X → Y, whose argument 
belongs to the signed input space, and whose value 
belongs to the output signed space [25].  
For an arbitrary value of synaptic weights of neurons in 
the network, the function that is implemented by the 
network is also arbitrary. To get the desired function, you 
need a specific selection of weights. The ordered set of all 
weights of all neurons can be represented as a vector W. 
The set of all such vectors also forms a vector space, 
which is called the I state space or the configuration 
(phase) space W. The term "phase space" comes from the 
statistical physics of systems of many particles, where it is 
understood as a set of coordinates and pulses of all the 
particles that make up the system.  
Setting a vector in the configuration space completely 
determines all synaptic weights and, thus, the network 
state. The state at which the neural network performs the 
required function is called the trained state of the 
W*network . For a given function, the trained state may 
not exist, or it may not be the only one. Training tasks are 
now formally equivalent to constructing a transition 
process in the configuration space from some arbitrary 
state W0to a trained state.  
This function is uniquely described by specifying the 
correspondence of each vector of the feature process X to 
some vector from the space XY Y. In many practical 
cases, the values of the necessary functions for given 
argument values are obtained from experiments or 
observations, and therefore are known only for a limited 
set of vectors. In addition, known function values may 
contain errors, and individual data may even partially 
contradict each other. For these reasons, a neural network 
is usually assigned the task of approximating the function 
with the available examples.  
The exampleand correspondence between vectors 
available to the researcher, or the most representative data 
specially selected from all the examples, is called a 
training sample. The training sample is usually 
determined by specifying pairs of vectors, and in each pair, 
one vector corresponds to the stimulus, and the other one 
corresponds to the required response. Training of a neural 
network consists in bringing all the stimulus vectors from 
the training sample to the desired responses by selecting 
the weights of neurons.  
The most common way to optimize a neural network is a 
post wait upon the procedure of selection of weights, 
which is called training. If this procedure is based on a 
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repeated sample of examples, it is called "learning with a 
teacher".  
Let there be a neural network that performs the 
transformation Of f: X → Y vectors X from the feature 
space of inputs Xto the vectors Yof the output space Y. 
The network is in state W from the state space W. Let us 
then have a training sample (Xa, Ya), a = 1 ..p. Consider 
the complete error E that the network makes in state W:  

 
Note two properties of the complete error. First, error E = 
E (W)is a state function W defined on the state space. By 
definition, it takes nonnegative values. Secondly, in a 
certain trained state W*, in which the network makes no 
errors on the training sample, this function takes a null 
value. Here, the trained States are the minimum points of 
the entered function E (W). 
Thus, the task of training a neural network is to find the 
minimum error function in the state space, and standard 
optimization theory methods can be used to solve it. This 
problem belongs to the class of multi-factor problems, so, 
for example, for a single-layer perceptron with N inputs 
and M outputs, we are talking about finding the 
minimum in NxM dimensional space [5].  
The essence of all approaches to Neuroinformatics is the 
development of methods for creating (synthesizing) neural 
circuits that solve certain tasks. In this case, the neuron 
looks like a fairly simple device: something like an 
amplifier with a large number of inputs and one output. The 
difference between approaches and methods is in detail 
with the image in the neuron's operation and the image of 
the connections ' operation. The main load on the 
performance of specific functions by processors falls on the 
architecture of the system, the details of which, in turn, are 
determined by micro-neural connections [2]. 
 
3. CONCLUSION 
 
One of the main advantages of the Bayes algorithm is that 
the results are quite good when there is not much training 
data. The most important advantage of using support 
vector machines is that the results are usually better than 
those obtained using a simple Bayesian method. However, 
additional computing resources are required to use support 
vector machines. 
Deep learning algorithms demonstrate greater accuracy 
and performance than classical approaches, but it is more 
difficult to implement such models. Recurrent neural 
networks, or RNNS, are popular for tasks where data order 
is important, when the network needs to figure out a 
pattern in the data sequence. RNNS are usually applied to 
problems such as natural processing, since data order 
matters when deciphering the meaning of a sentence. One 
of the main problems is collecting data for network 
training. Artificial neural networks are successfully used 
in solving numerous complex nonlinear problems related 
to forecasting, evaluation, decision making, optimization, 
systematization and selection in the fields of construction 
and its management. Artificial neural networks are 

particularly effective for solving complex problems, such 
as cost estimation problems, where the relationship 
between variables cannot be distorted bysimple 
mathematical relationships. 
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