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ABSTRACT 
 
Design and development of MIMO communication systems 
require a comprehensive analysis of channel characteristics. 
In real-world applications, the channel consists of randomly 
propagating signals that travel in two or more paths called 
multipaths. Literature shows an approach of analyzing the 
channel, which is knowing the number of clusters or 
groupings of these multipaths. This paper presents a 
development of an interface featuring a factor weighing 
approach in determining the number of clusters. Different 
visualizations and evaluation results are shown in the 
interface that allows users to visually compare and analyze 
the proposed method. Further, the paper shows the 
consistency of the results since it matches the analysis of the 
novel approach proposed by the authors.  
 
Key words: Graphical User Interface, User Interface, 
Clustering Methods, Multipath Channels, Radio Wave 
Propagation, Channel Models. 
 
1. INTRODUCTION 
 
In communication systems, one effective technique to 
communicate in a faster and reliable transmission is the use 
of a multiple-input multiple-output (MIMO) system. In this 
type of system, multiple transmitter (Tx) and receiver (Rx) 
antennas are used to carry data for optimal performance and 
range aiming high-speed links with good quality-of-service. 
For developing and designing a MIMO system, a 
comprehensive analysis of the channel is needed, the 
medium through which propagated signal travels. With 
multiple propagated signals reaching the receiver by two or 
more paths, each of the paths is called multipath or multipath 
component (MPC). Analysis of these MPCs presents 
multipath clustering or the tendency of MPCs to form 
groupings called multipath clusters [1], [2]. A reference like 
[3] analyzed channel models visually through generated 
plots. Studies such as [4], [5] also used plots with parameters 
of delay, azimuth, and elevation from the receiver or mobile 
station. In knowing the number of clusters, these studies 
analyze the multipaths visually and group them subjectively. 
The studies were more focused on the effect of clustering 
and number of clusters to the system. This approach would 
provide inaccuracy for describing the channel due to the lack 
of computation for the optimum number of cluster fit for the 
channel. 

 
In this paper, an interface is developed for a factor-inclusion 
weighting approach in determining the number of clusters 
[6]. The approach is an effective method in determining the 
number of clusters by assigning different weights for CVIs, 
algorithms in determining the number of clusters. Graphical 
user interfaces (GUIs) is one of the past decades important 
technological developments, mainly in the field of 
information technology. Aside from improvements in 
hardware, portraying the information has greatly improved 
for users, especially those visually impaired using GUIs. A 
GUI is a useful tool such that it makes the most of the 
capacity of the user’s sight. Aiming the capability of a 
person’s sight to take in much information, GUIs allow the 
person to control the information flow on what is relevant 
and discard what is not [7]. Examples of UIs that were 
developed in the authors’ department can be found in 
[8–17][9–12], [18–21]. Certain of them, however, lack some 
analysis platform [22], [23], unlike those in [24–32]. In this 
work, using a GUI, the user of this interface can analyze a 
MIMO channel visually with its multipaths, calculated 
clusters, and cluster count.  
 
Section II of this paper discusses the flow of how the 
interface was done, whereas Section III presents the 
achieved results and explanations, and lastly Section IV 
highlights the essential findings and summary of the work. 

 
2. METHODOLOGY 
 
2.1 Implementation 
 
Interaction between the data and user happens when 
selecting and acting at positions in the display in a graphical 
user interface. An excellent graphical user interface guides 
the user with the graphical content and the user’s intent [33]. 
MATLAB is the language used in this paper such that it can 
generate an interactive GUI. This GUI is a software 
application maximizing the point-and-click control to 
eliminates the time and necessity to learn and type 
commands in a language to run the application. The code 
follows the step-by-step process of the approach in [6]. 
Codes were created or programmed rather than using a GUI 
development environment of MATLAB for more control 
over the design and development of the interface. This 
undertaking included the properties and behaviors of objects 
existing in the interface. 
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2.1.1 COST 2100 Channel Data Generation 

 
Most interactive interfaces require user input to be read as 
initial data. In this study, exhausting propagating wave 
properties of a wireless multipath channel from COST 2100 
was first done. Channel model COST 2100 is a stochastic 
model that generates properties of MIMO channels over 
time, frequency, and space. This model reflects reality such 
as the global delay and angular spreads, which was 
statistically proven to be reliable and consistent as obtained 
from channel sounding experiments and measurement 
validations [34–36]. An updated version of a Matlab code by 
[37] implementing COST 2100 channel was used with 
additional codes to translate into Excel spreadsheet format. 
Unlike in [6] where an indoor hall scenario was only 
accounted for, this study lets the user choose from four 
different scenarios by varying the following external 
parameters:  
  
    • Type of network: Indoor Hall or Semi-Urban  
    • Type of Link: Single or Multiple  
    • Type of Scenario: LOS or NLOS  
 
A tab would be developed only focusing the original data 
from COST 2100. Exhausted data from the model are the 
important MPC parameters such as the delay(  ) and 
azimuth( ) and co-elevation( ) angle of departure (AOD) 
and angle of arrival (AOA) distances [38]. With the COST 
2100 using directional channels, a table was placed in this 
tab to show the exhausted multipaths and their respective 
MPC parameters. This was done by using uitable function of 
MATLAB. The interface also showed informative 
parameters of the channel model such as all path power 
relative to the LOS path ( )lP , reference cluster IDs of each 
path ( refI ), Position of MS and BS, frequency and velocity 
of MS. With the data recorded, visual plots were also a 
feature added in this tab to visually view the generated data 
using scatter3 function of MATLAB. Figure 1 is a sample of 
a 3-D scatter plot of MATLAB. Colors of the scatter plot 
can be used to portray the relative power of each multipath. 

2.1.2 Data Transformation 
 

Following the steps of [6], the extracted dataset X  from 
COST 2100 proceeded with matrix transformations due to 
the distance measure restriction of algorithms involved. 
Angular data (azimuth and elevation) of X  was 
transformed into directional cosines TX  to provide a linear 
scale for the pre-processing. This interface would show the 
effect of transforming the data by visually plotting the 
multipaths again but with transformed parameters. Each 
multipath data can be tracked from a table placed in the tab. 

TX  was expected to result with a total of 7 parameters 
accounting both the departure and arrival of each path. The 
whitening transformation was then processed to obtain 
normalized data, WX , having different units of measure to 
lessen biasing to a parameter during clustering. A 
comparison of the data pre-processing technique would all 
be placed in one tab. 

 
2.1.3 Multipath Clustering 

 
With clusters being considered in the channel, clustering 
algorithms have been provided to resort extensive dataset 
channels. These algorithms evaluate the relationships among 
patterns such that it would organize these patterns into 
groups, or clusters. KPower-means algorithm is an automatic 
and improved partitional clustering method [38] that adapts 
cluster power as a weight of grouping multipaths into K  
clusters. The advantage of KPower-means to other clustering 
algorithms is its ability to remove weak components that are 
not significant in the channel.  
 
The first step of KPower-means required defining the value 
of K which is the maximum number of multipath clusters. 
MATLAB is capable of inserting a text box in the interface 
where the user can input value using the ’edit-box’ style of 
function uicontrol. This tool was used so the interface could 
generate groupings of the existing multipaths from the read 
desired number of clusters. The data to be clustered were the 
whitened data set. Visual plots were also placed in a tab 
specifically for this section. 
 
2.1.4 Determining Number of Multipath Clusters 
 
Cluster validity indices (CVIs) are used for evaluating the 
resulting clusters of clustering algorithms and for providing 
analysis on identifying the clusters.  Practically, having no 
prior information of the reference number of clusters, 
internal CVI is used that determines how well the results of a 
cluster analysis fit the data without reference to any external 
information. 
 
For this study, Calinski-Harabasz (CH) [40], Kim-Park (KP) 
[41]  and Silhouette (SI) [42] indices were used to analyze 
the intrinsic properties of each cluster found in the whitened 
dataset, WX . These indices used to compare the partition 
with intrinsic properties of a cluster, kC . The method of 
weighting of CVIs was based on [6] to achieve a better 

 

 
 

Figure 1:  Sample visual 3-D plot in MATLAB [39] 
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determination of cluster count. Figure 2 portrays the various 
weightings used. 
 
There were three approaches of weighting for each validity 
index labeled as weighting by path, weighting by cluster, 
and weighting both by cluster and by path. Each of these 
approaches differs on how to integrate the weights to the 
algorithm of the indices. Weighting by path, CVIP , include 
using lW  which can be lP , l , AOD

l , AOA
l , AOD

l , 
AOA
l , and l . However, weighting by cluster, CVIC , used 

parameters taken from a cluster, kW . kW  can be 
k

PC , S , 
AODS , AOAS , AODS , AOAS , and S . The third 

approach of weighting, CVIB  incorporated both lW  and 
kW . Thus, there were 21 weighting methods used depending 

on what weight involved and approach of weighting 
presented in Figure 2. 

   
2.2 Evaluation 

 
This section provides the details on how the interface shows 
validation of implementing the factor-inclusion weighting 
approach. Tabs for this section would be provided in the 
interface to show tests if the used approach would be better 
than the original CVIs. 

 
2.2.1 Analysis of Clustering Algorithm using External 
CVIs 

 
To evaluate the performance of KPower-means clustering 
algorithm. It is compared to the extracted reference grouping 
from COST 2100. The interface would show a confusion 
matrix to show the similarity or difference of the grouping. 
The confusion matrix,  , comprises:   
 
• TP  = True Positive (the path is correctly assigned to its 
reference cluster)  
 

• TN  = True Negative (the path is correctly determined 
that it does not belong to other reference clusters)  
 
• FP  = False Positive (the path is incorrectly assigned to 
its reference cluster)  
 
• FN  = False Negative (the path is incorrectly determined 
that it does not belong to other reference clusters)  
External validity indices are measures of comparison. Used 

external validity indices were Entropy, Jaccard, Rand, and 
Purity indices. 
 
Entropy, E , measures how the various multipaths are 
distributed within each cluster [44]. 
where kC  is the total path count in the cluster k . 
 

Purity  P  measures the extent of similarity of the 
grouping of multipaths by the clustering algorithm and the 
reference grouping [44]. The terminology can be derived 
from entropy where the computation of the purity of the 
calculated cluster is given by: 
Rand index  R  considers equally false positives and false 
negatives. Thus, the weight of a path being wrongly 
clustered with a dissimilar path is mathematically equal 
when a path is incorrectly not grouped with a similar path  

 

 
 

Figure 2:  Flow Diagram of Different Weighting Approach in 
each CVI 

 

 

 
 

Figure 3:  Tukey box plot [43] 
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 [12]. Jaccard index, however, does not consider whether a 
path is incorrectly assigned to its reference cluster [45]. 

 
 
2.2.2 Cluster Analysis and Robustness Test using 
Sensitivity measure and Relative Uncertainty measure 
 
Accuracy and precision for determining the number of 
clusters are essential features that must be computed and 
analyzed. In this study, relative uncertainty, J , was used as a 
measure of the accuracy of the calculated number of clusters 
to the reference number of clusters. The inputs were refK  
the reference number of clusters in a snapshot generated by 
COST 2100 and calcK , the calculated number of clusters. 
An ideal and desired value of relative uncertainty is close to 
0%. Equation 5 defines the calculation of relative 
uncertainty. Changes in the relative uncertainty from using 
the original method of determining number clusters to using 
weighted clustering validity indices would indicate the 
performance of the proposed solution. 

The interface would show graphs presented in a Tukey box 
plot to display a summary of distribution. This plot is done 
by using the function boxplot of MATLAB. It portrays the 
sample mean and the sample standard deviation by plotting 
symbols and interval bars to represent the inter-quartile 
range. The median is the center location of the distribution 
represented by a dot, as shown in Figure 3. Upper and lower 
quartile distance of the inter-quartile range measures the 
spread of the distribution by the relative distances of the data 
from the median. Adjacent values, on the other hand, present 

the spread and shape information for the tails of the  
distribution. The upper adjacent value represents the largest 
observation greater than or equal to the sum of the upper 
quartile and 1.5 times the inter-quartile range. Lower 
adjacent value is the smallest observation less than or equal 
to the difference of the lower quartile and 1.5 times the 
inter-quartile range. Outliers, which are the unusually large 
or small observations, are also seen in a Tukey box plot 
represented by extreme values [43]. This plot would be 
useful for providing a fair comparison of distributions such 
as the evaluation of each validation indices in every trial of 
methodology process. 
 
For the robustness test, the performance behavior of the 
algorithms used for clustering and determining the number 
of clusters can be quantified by seeking a variation of the 
output based on given inputs. One of the simple and most 
used sensitivity measures is the first-order sensitivity index 
obtained by Sobol method [46]. This measure can be 
graphed in the last part of the interface to summarize the 
overall performance of the factor-inclusion weighting 
approach. 
 
 
 
 
 

 

 
 

Figure 4: Screenshot of the ’Introduction’ Tab 
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Figure 5:  Screenshot of the ’COST 2100 Generated Input Data’ 
Tab in operation 

 
 

Figure 6:  User input of the type of COST 2100 channel scenario 
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3. RESULTS AND DISCUSSIONS 
 
Figure 4 shows the first tab that gives details about the 
interface. Subsections below describe the results of each tab 
after running the interface 
 
3.1 COST 2100 Generated Input Data Tab 
 
This section presents and discusses the features of 
the ’COST 2100 Generated Input Data’ tab. Figure 5 shows 
the screenshot of the tab in operation. The interface allows 
users to one-by-one visualize and analyze a built-in channel 
sample taken from COST 2100. As seen in Figure 6, there 
were four different types of scenarios considered in this 

interface. Users of this interface can choose from 
the pop-up menu a type of channel scenario to be generated 
in the interface (e.g., "Indoor Hall Single Link LOS 
Scenario"). Choosing the blank selection resets the interface. 
When a user has clicked on a valid scenario; the user is now 
able to click the "Generate" button to simulate a given and 
built-in sample. 
 
There are sixty samples for each scenario that can be viewed 
in this interface. A slider titled “Trial" allows the user to 
generate one of these, as seen in Figure 7. The user, however, 
must click the “Generate" button again to resimulate another 
channel after changing the Trial slider. 

   
The channel after generating it to the interface is visualized 
through scatter plots. Users can view the plot of existing 
multipaths with its MPC parameters seen in a table. A 
summary of the specific channel properties can also be seen 
in this tab. Color of each point follows the color bar 
indicating the power of the cluster. 
 
Comparisons of the channel scenarios can be analyzed by 
generating all the built-in channel scenarios one-by-one. The 
relative power of the multipaths in a semi-urban scenario can 
range to a minimum much smaller to that in an indoor.  
The number of multipaths and clusters were obviously 
different in each channel scenario such that a semi-urban 

 

 
 

Figure 7: Slider feature for choosing the channel to be analyzed in 
all parts of the interface 

 
 

 
 

Figure 8: Screenshot of ’Directional cosine transform and 
Whitening’ Tab 

 

 
 

Figure 9: Different perspective of graphing multipaths 

 

 
 

Figure 10: COST 2100 generated reference groupings 

 
 

 
 

Figure 11:  Approaches in calculating the number of clusters 
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environment is a bigger network in size, thus, more 
multipaths. Meanwhile, in an indoor scenario, the delay and 
frequency are smaller compared to a semi-urban. 
 
 
3.2 Directional cosine transform and Whitening Tab 
 
A screenshot of this tab is seen in Figure 8. This tab allows 
the user to visualize in 2D plots the existing multipaths after 
transforming and normalizing its parameters. A table listing 
the transformed parameters along with their summary for the 
given channel is a feature of this tab. Default 2D plot is in 
the X and Y parameter of the angle-of-arrivals. Comparing 
the table shown in the ‘COST 2100 Generated Input Data’ 
Tab in Fig. 5, and the tables are shown in Fig. 8, there were 
more columns in the tables in this tab. Thus, the number of 
dimensions to be clustered were more than the reference 
multipath parameters. This situation led to a verification that 
processing directional cosine transformation to the data 
provides more dimensions for clustering. 
 
Users can also visually see in the lower part of the tab the 
comparison between before and after whitening the data. 
The uneven distribution of the parameters before whitening 
can be seen when analyzing the values in the table and also 
the scatter plot. Users can change the perspective of the 
visualization by changing the X-axis and Y-axis point. This 
change can be chosen in the pop-up menu, as seen in Figure 

9 in the upper side of the tab along with a “Change Plot" 
button. Whitening the data allowed the variance of all 
parameters to be one as seen in all the channel samples. 
 
3.3 KPower-Means Clustering and Evaluation Tab 
 
This tab focuses on the clustering approach used in the 
interface. The reference grouping of the multipaths was 
taken from the COST 2100 simulations before using the 
channel sample in the interface. With the focus of the 
interface being weighting approaches, a comparison of the 
reference grouping from COST 2100 and calculated 
grouping from KPower-means algorithm is shown in this 
tab.  
 
For graphing, the user must input a valid number in the 
blank text-box provided in the upper right to generate a 
grouping with inputted number of clusters then clicking the 
“Plot" button as seen in Figure 10. Clusters are still defined 
by a specific color to show their distinction from one another 
in the scatter plots. 
  
The problem that can be observed in using the clustering 
method was knowing the optimal number of clusters when 
the reference number of clusters is practically not given in 
network design. Since KPower-means needed the number of 
clusters as an input, a method called internal validity indices 
(CVIs) are used to calculate the number of clusters based on 
Approaches in calculating the number of clusters that CVI’s 
criteria. Users can refer and use the calculated number of 
clusters using these CVIs. However, this calculated number 
of clusters was seen to sometimes be unequal from the 
reference number of clusters. Thus, the user can also see in 
this tab the relative uncertainty error of the cluster counts. 
  
For evaluation of the generated clusters by KPower-means 
algorithm, a confusion matrix is shown along with external 
validity tests to compare its difference or similarity 
mathematically from the reference clustering as seen in 

 

 
 

Figure 12: Approaches in calculating the number of clusters 

 

 
 

Figure 13:  Screenshot of the Weighting Clustering Validity 
Indices’ Tab 

 

 
 

Figure 14: Screenshot of the ’Summary’ Tab 
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Figure 12. An ideal and exact copy of the reference grouping 
must output 0% Entropy with 100% Purity, Rand, and 
Jaccard. 
 
From different iterations seen in the confusion matrix for 
different channel sample, it can be observed that the value of 
true negatives (paths correctly determined to not belong with 
each other) is the dominant effect of the performance of the 
clustering algorithm. 
 
3.4 Weighting Clustering Validity Indices Tab 
 
This section discusses the tab that summarizes all the 
samples joining indoors and semi-urban scenarios. Figure 13 
shows the screenshot of the ’Weighting Clustering Validity 
Indices’ Tab. The tab shows visualizations of comparing 
different methods of determining the cluster count based on 
its relative uncertainty error. The methods to be compared in 
the plots compare performances were the original and 
weighted CH, KP, and SI indices. 
 
The internal validity indices are very different from each 
other based on the comparison of indoor and semi-urban 
scenarios. Best results seen among original CVIs are by 
using the Calinski-Harabasz index in both indoors and 
semi-urban. However, knowing the number of clusters is 
easier for original CVIs in indoors than outdoors such that 
their medians were along with the 0% relative uncertainty. 
There are still several outliers that calculated the number of 
clusters very far from the reference number of clusters. Also, 
the results can be said to be imprecise when the box 
representing the distribution had a large height in indoors 
whereas, for semi-urban scenarios, the results of relative 
uncertainties in Calinski-Harabasz were more precise. 
 
Weighting the CVIs results that not all weights and approach 
of adding the weight improved the performance of 
determining the number of clusters. The successful 
weighting of indices for an indoor hall scenario was 
concluded to use weighting by path and weighting 
simultaneously within and between clusters using delay and 
weighting by cluster using Doppler spread in CH and SI 
indices. Meanwhile, power weighting using all approaches 
improved Kim-Park index; however, not enough as their 
relative uncertainty values rely on a distribution with a mean 
and median larger than 10%. Therefore, in an indoor 
scenario, CH and SI indices improved when the indices 
considered the delay of each path in a cluster while 
differentiating the Doppler spread of each cluster. For 
semi-urban scenarios, different weights improved the 
performance of the original indices as some of them 
decreased the mean and median of relative uncertainty 
distribution. However, the only weighting that passed the 
desirable less than 10% relative uncertainty was weighting 
with azimuth and elevation angle of departure and arrival 
using weighting by path and weighting simultaneously 
within and between clusters. Thus, the angular spread was 
more distinct in a semi-urban scenario. 
 

3.5 Summary Tab 
   

Joining the indoor and semi-urban scenarios and also all the 
valid and successful weighting of the CVIs, comparison 
plots of original clustering validity indices and weighted 
validity indices are shown. The valid and successful 
weighting of CVIs were those approaches that resulted in 
less 10% mean and median relative uncertainty. Visually, 
the calculated number of clusters from the weighted index 
was more accurate and precise than the original indices. 
 
For the test of robustness, the plot for sensitivity analysis 
was taken across the number of reference clusters. Testing 
the robustness of the weighted index, a small value of 
sensitivity index meant that the relative uncertainty is not far 
from the mean relative uncertainty of all the scenario. Thus, 
from the graph, the relative uncertainty does not rely 
exceptionally on the number of clusters. 
 
4. CONCLUSION 
 
The interface was made for users to obtain the results by 
letting them choose the type of scenario, then generating a 
sample of this scenario. Users are also allowed to choose 
other simulation of the scenario such that the interface holds 
sixty samples for each scenario. Each tab was informative in 
portraying the step-by-step process of a factor-inclusion 
weighting approach in determining the cluster count. The 
performance results of the factor-inclusion weighting 
coincide with the original results in [6]. The effective weight 
in indoors was found to be the delay, whereas, for 
semi-urban scenarios, by angular data. 
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