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Development of Topic Modeling Framework Using Probabilistic Recurrent
Neural Network

ABSTRACT

A topic model is a probability based model that finds the
collection of documents. The basic concept is to treat the
documents as combinations of topics in the topic model, and
each topic is viewed as a probability distribution of the. In this
paper we proposed LDA Algorithm using Probabilistic
recurrent neural network (PRORNN) to classify the text
documents. Topic modeling refers to the task of Discovering
Latent Topics in the text corpus set, where the output is
commonly represented as top terms appearing in each topic.
This algorithm , probabilistic recurrent neural network
(PRORNN) is implemented first with 2 News groups data set
and later with 20 News groups dataset and all the results are
tabulated. The performance of PRORNN algorithm was
compared with the state of art of algorithms for topic
classification.

Key words: Topics, Tokens, corpus, Terms, unstructured
Data, frequency, stemming, Text

1. INTRODUCTION

Text Mining refers to the process of extracting high-quality
information from a large amount of unstructured text using
computational methods and techniques[1,2,3]. Unstructured
data are ubiquitous and can be in forms such as new articles,
books, and social media. The amount of unstructured text data
is growing rapidly, and Computer World magazine declares
that unstructured information might be more than 70%-80%
of all data in organizations. text mining is relevant to enable
the effective and efficient use of huge quantities of text[5,6,7].
Table 1 and figure 1 shows sources of unstructured data AND
figure 2 shows the architecture of topic modeling using
probabilistic recurrent neural network.
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1.1 Sources of Unstructured Data
Table 1: Sources of Unstructured Data

Source Example
Social Media Facebook, Linkedln, Googlet, Instagram, YouTube
LocationGeo Data | GPS, Weather, traffic
Machine- Call Detal Records, weblogs,
generated Sensor smart meters, manufacturing sensors, equipment logs or digital exhaust
trading systems, data records
Digital Streams Video, audio, and images
Text Documents Email, PowerPoint, Spreadsheets, Word-processing
Logs File Log, Clickstream
Transactions customer information from CRM systems, web store,  general ledger,
transactional ERP
Micro-Blogging Twitter, Costomer feedback streams
12
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Figure 1: Annual data growth of Unstructured Data from
2014-2019[12].
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Figure 2: Architecture of Topic Modeling Using Probabilistic
Recurrent Neural Network.
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1.2 Data pre-processing

The proposed Topic modeling analysis starts with
pre-processing the data obtained from 20 news group’s data
set[29,30]. A document which is defined as a sequence of
words and punctuations refers to the data set. | experimented
on 20 news group data set and 2 news group data set and two
classes consists of 2000 documents & twenty classes consists
of 18,846 documents are identified in pre processing. in a
pre-processing we applied NLP Techniques that are
l.convert uppercase to lowercase ,2.removing special
characters and dividing tokens 3.remove stop words
4.stemming 5.Apply the Term Frequency 6.Finally to create
Document Term Matrix[25,27,4].In the Results it shows in
the figures 3,4.

The data Pre processing the following steps:

All White Spaces are removed in the Documents

All Special Characters are to be removed

All words are divided into tokens by using
tokenization

All these words to apply stemming process

All the words to apply lemmatization concept

Apply the Term Frequency (TF) for all words.

By apply all these things we can get words and these
words will store it document term matrix.

Algorithm for to Preprocess the data and generate
document vector Model.

1. To create Directory for to Store Corpus=~ fdata

2. Read Whitespaces and to Remove whitespaces from
fdata

3. To Remove stopwords= "English”

4.def stopwords (fdata):

5. fdata2=[]

Generating Top
Words From Each
Topic in Sequence

Learning Model
using Probabalistic

Documents As per
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6. fdata=nlp(fdata)

7. for token in fdata:

8. If (token.is_stop == False) & (token.pos_ '="PUNCT"):
9. new.append (token.string.strip ()

10. fdata2="".join (str(token) for token in fdata2)
11. Return fdata2

# function to lemmatize the tokens

12. def lemmatize (fdata):

13. fdata2=nlp (fdata)

14. fdata2=""

15.for tokens in fdata:

16. fdata2+=""+token.lemma_

17. Return nlp (fdta2)

#vectorising the sentences

18.def dtm (sent, fdata2):

19. dtm = np.zeros(200)

20. Numtokens = 0

21. for tokens in sent.split:

22. dtm = np.add(dtm, model [str(tokens)])
23.  Numtokens+=1

24 return dtm

Document Term Matrix for 2 groups Data

c<DocumentTermiatrix (documents: 2000, terms: S1048)s
Non-sparse entries; 276147/103619853

Sparsity 1008

Waxinal term Tength: 311

lelgfting : tern frequency (tf)

Figure 3: Document Term Matrix for 2 groups Data

After Applying TF

cocumentTermiatrix (docunents: 2000, terns: 4140
Non-/sparse entries: 180332/8099468

Sparsity O
Naxinal tern Tength: 193
Weighting : tern frequency (tf)

Figure 4: Bag of Words of Data Document Term Matrix
(dtm)
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Osue I document P (t).in figure 5,6,7,8 shows that top terms, and
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Generate Semantic Concepts of Documents: From: date: car
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For Finding Topics we used LDA Algorithm by Applying alt.atheisn like knaw
Bayes theorm to calculate Probability and topic identification 0'006016;;?%1 - gss?ﬁggﬁgﬁz 0'004569’522
of Each term &Each Document. For Feature Reductions to 0. 0047899506 ppglgmgg%?gé 0,0045305042

use LDA Algorithm to reduce features and filtered top terms
of each topic and store it in the Filtered Document Term
Matrix[28,15].

Latent drichlent allocation (LDA) is mainly used in
analyzing text documents .it assumes that there N topics
according to documents are generated and each topic is Topic: ¢
represented by multinomial distribution over y words in the lionds: 0.822*"encrynt” + 0.82%"chin” + 0.815*" secur” + 0.815*"clipper” + 8.818%"key" + 0,009 public
vocabulary [8,9,10]. A document wd={wdt}dtt=1 is
generated by sampling a mixture and these topics and
sampling of words from the mixture. Topic: 1

A process of LDA is as follows Words: 8.828"" caltech” + 0.820% keith” + €.014""berkeley" + €010  noral” + €.009" Tastat” + 0.008""3

1 .the each topic n=1,2,3...N Draw a word proportion
®n~drichlet (B)

2. For each document d=1,2...D Draw topic proportions 6d Topic: 2
~drichlet (o) iords: 5.814*"1sTan" + 8.913*"noral” + 8,018 object” + 0.807*"valu" + 0.807*"humen" + 0.006*"attack”

3. For each word t=1,2.....dt

Draw a topic assignment pdt~catogorical (6d) Draw a word
wdt~catogorical (©Pdn)[19,20,21] Topic: 3

In this algorithm the first step it shows that number of Words: 8.886"" stratus” + 0.85*"udel" + 0005 "nappen” + .004"" ut0” + 0.084" hand" + B.004""batf" +
topics and the second step represents every word temporary
allocates to topics and this process done randomly and
sometimes same words may be applied to different topics [11,
13,14]. The third step shows that update the topic assignment
based on their probability based on the two criteria’s:

1. The first criteria is how prevalent is that word across the
topics it can be termed as P(w/t)[17].

2. The second criteria is how prevalent are topics in the

Figure 7: Top Terms with Probabilities for 2 Groups Data

Top Terms with Probabilities for 20 news Groups Data

Topic: 4
Words: 8.829""space” + 0.825""nasa" + .811""orbit" + 0.889*"Launch” + .807"' noon” + 8.087""zarth’" +

Figure 8: Top Terms with Probabilities for 20 news Groups
Data
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Figure 10: Word Cloud of the Data

Probabilistic Recurrent Neural network Topic Model

For Feature Reductions to used Lda Algorithm, to reduce
features and filtered top terms of each topic and store it in the
Filtered Document Term Matrix [18,28,16]. These reduced
Terms to take it as input to the probabilistic Recurrent Neural
Network and the top terms probability values as weights of
network and used hidden layers as LSTM Layers and to
calculate binary cross entropy for finding error loss and Adam
optimizer is used to update the networks weights iterative
based on training data and finally to classify documents based
on topic and to calculate the Accuracy of the
Network[22,23,24]. In figure 9,10 shows the top words of the
documents .
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Algorithm for Probabilistic Recurrent Neural Network
(PRORNN)

PRORNN is a probability based Model and for a document
containing the words in fdtm.

1. Represent fdtm as vector form

fdtm~w, Tt

2. Represent output variable as Y and to specify the range 0
to n documents.

3. Represent the input fdtm where dimensions as n to p.

4. Set Labelled as document 1 to g as t0

1,0=~10
5 set labeled as document g+1 to n as t1
g+l, n=~1tl

For Training the network

1. To set as 1) as j and hidden states (Istm layers) are ht,ht-1

2. Set the no of epochs are E.

3. Generate the Error Rate

For Testing

1. for testing to specifying Range of documents stor.

2. Plot Documents in the Topic Wise[25]. The notations of
PRORNN. Shows in table 2.

Notations of PRORNN

Table 2: Notations of PRORNN.

Symbol Description

dtm Document Term Matrix

fdtm Filter_ed Words in the Document Term
Matrix

Tt Top terms of the Documents

XY Input and Output variable

n No of Documents

p Range Specified as Input

tOt1 Topic Assignments

S,r Set of Range of Documents

n Learning Rate

E No of Epochs

Activation functions: The sigmoid activation function It can
add non-linearity to the output and returns a binary value of 0
or 1. This binary relationship of data can be computed by the
sigmoid activation function:
Y = 1
1+e-w
Adam Optimization
The Adam optimization algorithm is an extension to




stochastic gradient descent that is used in vision and natural
language processing. Adam is an optimization algorithm that
can used instead of the classical stochastic gradient descent
procedure to update network weights iterative based in
training data.

Binary Cross entropy: In Binary Cross Entropy is used to
calculate the probability of words. where w is number of
Words and Y is the Number of Classes and log is natural
Logarithm, t ,i,jis 1 ifword i isin class j and O otherwise, and
P,i,j isthe Predicted word i is in class j.

w Y

Binary Cross Entropy= -1 ¥ ti,jlog (Pi,j)

w i=1J=1

Accuracy:

Accuracy is one metric for evaluating classification models.

Informally, accuracy is the fraction of predictions our model
got right. Formally, accuracy has defined that
Accuracy= No of Correct Predictions
Total Number of Predictions
Trained Epochs

Trained epoch: 1 - Learning rate: 0.6
Epoch error: 0.22413260830237

Trained epoch: 2 - Learning rate: 0.6
Epoch error: 0.0623705445027698
Trained epoch: 3 - Learning rate: 0.6
Epoch error: 0.0390665946306848
Trained epoch: 4 - Learning rate: 0.6

Epoch error: 0.

0274639539940824

Trained epoch: 5 - Learning rate: 0.6
Epoch error: 0.0222470412120581
Trained epoch: 6 - Learning rate: 0.6
Epoch error: 0.0191627249097986
Trained epoch: 7 - Learning rate: 0.6
Epoch error: 0.0152465553434716
Trained epoch: 8 - Learning rate: 0.6
Epoch error: 0.0135154498748832
Trained epoch: 9 - Learning rate: 0.6

Epoch error: 0.

0116343564033731
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Classified Documents as Per Topics (2 groups Data)
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Figure 13: Classified Documents as Per Topics (2 groups

Data)

Classified Documents as Per Topics (20 groups Data)
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_ In figure 11,12 shows the Error rate and figure 13,14
t & shows the classified documents as per topics.

0 Compare the results with Different Data Mining
2 Algorithms and probabilistic recurrent neural network
1N model[26,25].
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Figure 12: Error Rates Based on Epochs.

1765



Table 3: Comparison of results with Different Data
Mining Algorithms and probabilistic recurrent neural
network model.

Data Mining  Accuracy
Algorithms
Naive Bayes 71.4
Support Vector | 72.6
Machines
Probabilistic 92.3
Recurrent
Network

Performance %

Figure 15: Accuracy of Different Data Mining Algorithms
and probabilistic recurrent neural network model.

In table 3 shows the comparison of different data mining
algorithms with PRORNN and figure 15 shows the accuracy
of all the algorithms.

5. CONCLUSION AND FUTURE WORK

We proposed a Method for topic modeling using Probabilistic
recurrent neural network .This Model Predict the topics for
Documents based on probability values. This algorithm is
useful for classification of documents where semantic
meaning of terms is to be considered. As we applied LDA for
reducing the terms, the complexity of learning model
decreased and the accuracy of Probabilistic recurrent neural
network is increased .The documents can be classified topic
wise easily and there is no loss of information due to memory
inconsistency as it can remember large words also. This work
can be extended to predict authors & Topics from Documents.
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