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 
ABSTRACT 
 
Software Testing is one of the phases in the lifecycle of 
software development that consumes plenty of effort and time. 
Once the software is delivered to the users, it moves to the 
maintenance phase. In the maintenance phase, it becomes 
excessively pricy to run all test cases available within the 
regression test suite to confirm the correct working of the 
software application or program in terms of stipulated time 
and allocated budget. Even if a minor amendment is made to 
the program, it becomes pricy if we have to run all available 
test cases to verify that no new errors are introduced because 
of the amendment made. Amongst the developed techniques 
for regression testing, Test case prioritization is the most 
popular, as no test cases are deleted in it like the other two 
approaches. With time, the test suite size keeps on increasing 
rapidly, so it is neither practically possible nor economically 
feasible to run all the test suite. So, prioritization of the test 
cases becomes a mandatory action. Prioritization strategies 
facilitate in overcoming these issues by prioritizing the test 
cases, so many parameters like fault detection rate and 
statement or path coverage, etc. are maximized. This paper 
has summarized the research findings of numerous 
researchers in the regression testing field. 
 
Key words: Software, Software Testing, Regression testing, and 
its techniques, Systematic study. 
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1. INTRODUCTION 
 

Software refers to a collection of related programs, its 
operating system procedure along with its documentation. 
Generally, software code is written by humans, and humans 
can make mistakes so, it can be said that software has bugs, 
though it is often unavoidable. Mistakes can be made by 
developers while writing the code, and when the assumptions 
which are valid in the past were changed, then the code which 
was once executing properly will no longer hold good. In 
Software testing, the developed system is executed to check if 
 

 

it is functioning as desired [1]. In the process of development 
of software, much time is utilized in its testing so that it may 
be termed as the costliest phase. It is performed to ensure 
whether quality standards are met by the developed software 
or not [2]. If due care is not taken while testing the software, 
then unexpected things can happen. Depending on the type of 
software, these unexpected things vary from image of the 
developer company being tarnished to customers getting 
angry and even people being killed.  
 
2. REGRESSION TESTING AND ITS TECHNIQUES 
 
“Regression testing is selective retesting of a system or 
component to verify that modifications have not caused 
undesirable effects and that the system or component still 
complies with its specified requirements” [3-4]. With the 
evolution of software concerning the time, the size of the 
software test suite also increases, making it very costly to 
execute. It has been proven by numerous researchers that 
regression testing is a costly process, and most of the 
aggregate expenditure of the software is consumed by it [5-6]. 
Yoo and Harman examined various regression testing 
approaches and have elaborated regression testing 
approaches as- minimization, selection, and prioritization 
[7]. Regression test case selection selects those test cases 
which focus on the modified part of the software. Instead of 
removing the test cases, they are generally filtered. Test case 
minimization reduces the number of test cases by eliminating 
certain test cases and lays stress on using a subset of the test 
suite from an economic point of view. This sometimes 
decreases the rate of fault detection. In the test case 
prioritization elimination of test cases is not performed; 
instead, it arranges them according to priority, and they are 
thus executed with higher priority cases first, followed by the 
lower priority ones. 
 
3.  RELATED STUDIES 
 

This section discusses the research work of different 
researchers in the regression testing field. The need for this 
review is to provide meaningful insight into the different 
aspects of regression testing techniques. 
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    Suri and Singhal have implemented ant colony 
optimization for test case selection and prioritization, 
showing how all the possible paths are explored. They have 
concluded that results obtained by them are close to the 
optimal solution [9]. Parsa and khalilian have proposed an 
optimization technique for test suite minimization. They have 
experimented with showing that the proposed algorithm has 
significant fault detection capacity [10].  Mayan and Ravi 
have proposed a hybrid algorithm for test sequence selection 
in regression testing. They have shown in their results the 
worthiness of their algorithm in terms of time-bound 
execution and improving the testing effectiveness [11]. 
Dahiya et al. have performed a comparative analysis of 
different techniques for test case prioritization. They have 
shown that two approaches cannot be compared based on 
limiting factors, and every developed approach has shown 
results according to software size, requirement, and execution 
environment [12]. 
 
 

 
 

Img.Source 
https://www.sketchbubble.com/en/presentation-regression-testing.html [8] 
 
Figure 1: Picture depicting the use of regression testing 

 
 

Kandil et al. have proposed an approach to enhance test case 
selection and prioritization for agile regression testing. They 
have proved how much their approach is effective via APFD 
(average percentage of faults detected) metric [13]. Binkley 
has proposed a technique to reduce the cost of regression 
testing by test case selection based on various parameters and 
have proved the efficiency of their technique [14]. Dahiya and 
Solanki have conducted a systematic literature study of 
approaches for regression test case prioritization. They have 
deduced that although many techniques are there, the current 
scope lies in developing a requirement-based test case 
prioritization technique based on a nature-inspired algorithm 
[15]. Suri and Singhal have proposed a tool-based approach 
for test case selection and prioritization by ant colony 
optimization to reduce the effort and time required for 
prioritizing the test cases. They have demonstrated their 
applicability in real-life situations [16]. 
Yoo and Harman proposed a hybrid algorithm for test suite 
minimization. They have proved how a multi-objective 
approach can make the testing process more efficient [17]. 
Dahiya and Solanki have performed a comprehensive review 
of regression test case prioritization approaches. They have 
shown that although many approaches for regression testing 
have been developed by numerous researchers but new and 
better results can be obtained by combining various 
approaches [18]. Huang et al. have proposed a cost-based 
method for prioritizing the test cases with the help of 
historical records. They have shown the effectiveness of their 
approach in terms of enhanced fault detection via some 
controlled experiments [19]. Muthusamy and Seetharaman 
have proposed a new technique for test case prioritization, 
which is based on the number of factors. They have shown 
their results via the APFD metric, and experimental findings 
have shown the effectiveness of their approach in terms of 
enhanced fault detection rate [20].  
Li et al. have performed a study to compare the performance 
of search algorithms and the performance comparison is 
made by APRCI (Average Percentage of Requirement 
Coverage Improved) metric [21]. Yoon et al. have proposed a 
risk and requirements-based approach for test case 
prioritization. They have performed a comparative analysis of 
their approach with other existing approaches and have 
shown the effectiveness of their method by values of the 
APFD metric [22]. Wang et al. proposed a method for test 
case prioritization based on the severity of faults. They have 
experimented, and from the results obtained, they have shown 
the efficiency of their method [23]. 
 Khalilian et al. have presented an enhanced technique of 
their previously proposed technique for test case prioritization 
based on historical information. They have compared their 
present technique with their previous technique and also with 
another technique given by Kim and Porter [24]. The results 
deduced by them have shown the effectiveness of their 
technique [25]. Nardo et al. have presented a case study of 
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coverage-based techniques for regression testing in a 
real-world industry system. They have deduced their results 
using various factors and have shown which technique is 
more efficient [26]. 
 Srikanth et al. have proposed a requirement-based test case 
prioritization technique using risk factors as a criterion on the 
industry level system. They have shown that their approach 
performs better than existing approaches, and it can be used 
in industry to address budget and schedule constraints at the 
testing phase [27]. Elbaum et al. have conducted a study in 
which they have presented various factors under which a test 
case prioritization technique performs well or not. They said 
that this would help researchers in selecting an appropriate 
technique [28]. 
To summarize the different regression testing techniques 
covered by various authors, a list has been made in Microsoft 
word in which all the articles covered in this paper for the 
literature review are included. It is then shown in figure 2. 
Then to get a high-level picture of the covered/proposed 
techniques or areas in regression testing, a word cloud of the 
paper titles has been generated with the help of an online 
application at - https://www.wordclouds.com/ [29], which is 

shown in fig. 3. The size of each word as appearing in the 
cloud shows the frequency in which that particular word is 
present in the titles of the included papers. From the word 
cloud, it can be observed that some techniques are studied 
more as compared to others. 
Regression testing is not always possible due to the lack of 
resources of enough time to execute the testing procedure. In 
that scenario testing team only inspects those modules of the 
software system where amendments have been made. They 
bypass a full regression testing procedure. This is known as 
Non-regression testing. In this testing technique, it is 
assumed that the modifications made in the code have not 
affected the modules which were previously functioning 
correctly. In this way, time and resources were saved by the 
testers. Regression testing can also include non-regression 
testing [30]. Effective testing will eventually result in good 
quality software [31-34]. 
While the researchers do regression testing, it is also 
necessary for the newcomers or research scholars to know the 
regression testing tools. So, the following section will discuss 
the popular tools for regression testing.  
 

 
 
 

 
 

Figure 2: Titles of papers used for making a word cloud 
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Figure 3 :  Word cloud made by using paper titles via online application at-  https://www.wordclouds.com/ [29]

 
 
 

4. SIGNIFICANCE OF REGRESSION TESTING AND 
ITS TESTING TOOLS   
 
Regression testing is a challenging task due to various factors 
such as the size of the test suite keeps on increasing gradually, 
time and resource constraints are there, and testers have to 
work by maintaining the balance between all the factors. 
Regression testing is performed using various automation 
tools. The automated regression testing process is illustrated 
in figure 4. 

As changes were made in the software frequently to 
improve its quality, it will eventually increase the regression 
testing cost [39-41]. In this scenario, if test cases are executed 
manually, it will affect the execution time and cost. So, the 
automation of regression test cases will be an excellent choice 
to make. The steps incurred in this process are presented in 
the above figure. 

      The significance of regression testing lies in its 
approaches, which helps to ease the tasks of testers due to 
their unique features. There are various tools available for 
regression testing [36]. Some of them are documented in 
figure 5. 

 
 
 
 
 

 
Img. Source- 

https://www.sketchbubble.com/en/presentation-regression-testing.html [35] 
 

Figure 4: Automated Regression Testing 
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In this figure, popular regression testing tools are listed, 
which immensely helps in executing test cases quickly, thus 
saving much time for the testers.  Software testing is an 
activity that keeps ongoing. However, there must be some 
criteria where the testing activity should stop. The next 
section will discuss when to stop the testing activity. 
 

 
 

Figure 5: Tools for Regression Testing 
 
 

5. TEST STOPPAGE CRITERIA 
 

It can be quite challenging to determine when testing 
activity should be stopped. As most software systems are 
quite complex, and they are executed in an independent 
environment, so complete testing is not practically possible 
owing to various constraints such as limited time and budget. 
Certain factors help in deciding when to stop testing. Some of 
them are listed below-  

 
 Deadlines are met, whether it may be testing 

deadlines, release deadlines, etc.  
 The finding of errors falls below a certain level. 
 The budget allocated for testing depleted. 
 Test cases completed execution with a specific pass 

percentage. 
 Coverage of functionalities/requirements/code has 

reached a specific point. 
 When the developers and testers have reached an 

acceptable level of risk. 
 It is ensured that all the critical test cases are passed. 
 High priority defects are identified and fixed. 

 
 

 
Img. Source 

https://www.sketchbubble.com/en/presentation-test-management.html [37] 
 
Figure 6: Pictorial Representation of Test Management 

Challenges 
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     It is not practically and economically feasible to do 
enough testing, but defining how much testing is to be 
performed so that it can be said; it is enough; it is 
complicated. Though, before test execution, it is planned 
what to test and test cases were designed for it but still, testers 
are not sure about whether how much should be planned. 
There are numerous challenges in test management, which 
are explained in figure 6. 
 
 

 
Img. Source- 

https://www.sketchbubble.com/en/presentation-user-acceptance-testing.html 
[38] 

 
Figure 7: Picture depicting User Acceptance Testing 

objectives 
 

    Defining the specific test stoppage criteria is not 
possible as it is a vast area with many endless possibilities. A 
client can also call off the testing if the developer team can 
assure him how the developed software system is robust by 
proving the efficiency of the system by performing various 
testing techniques on it, such as stress testing. For it, the 
organizational staff will communicate amongst themselves to 
test almost all aspects of the software system ranging from its 
performance in favorable circumstances to the unfavorable 
ones. For its alpha and beta testing will also play a vital role. 
Some of the objectives of user acceptance testing are shown in 
figure 7 above.  

   Whether the performed testing is enough can only be 
confirmed by analyzing the results of testing. If the test cases 
were able to discover a considerable number of faults, then 
testers generally plan a few more execution of test cases to 
assure that the required level of software quality is achieved. 
On the contrary, if very few faults are found then (provided 
that the designed test cases have a good potential of 
uncovering maximum faults), no more tests will be required. 

     Why testing is not stopped and is termed as a 
continuous process even when it is proved that the software 
system is working as desired because it is not possible to 
prove without performing exhaustive testing (which is not 
feasible for real systems). 

      So, testing can be stopped if it has achieved the points 
mentioned above and has reached a particular threshold 
satisfying all the conditions as well as developers, testers, and 
clients. 

6. CONCLUSION 
 

Regression testing is a testing activity conducted to check 
whether no new faults have crept in after modifications were 
done in the source code. It is an expensive and 
time-consuming activity, so various researchers have done 
their work to make it an effective process. This paper has 
presented the work of numerous authors on different 
approaches for regression testing. The researchers have 
developed various techniques for test suite optimization. 
They have developed algorithms to make regression testing 
efficient. From the analysis of the selected studies included in 
the review part of this paper and after making the word cloud, 
it has been observed that a considerable amount of work is 
done on the test case prioritization approach for regression 
testing. This study has also discussed the significance of 
regression testing in the software testing field, along with the 
most widely used regression testing tools. What could be the 
test stoppage criteria is also discussed with a considerable 
number of points in this study. So, this study believes there is 
future scope, which can be achieved by combining various 
approaches for test case prioritization so that new and better 
results can be obtained and the testing process be termed as 
an effective one. 
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