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ABSTRACT 
 
Deep learning is among the most reliable approaches in 
analyzing physiological signals for healthcare applications. 
This makes data mining strategies more useful and reliable in 
analyzing a large group of data like medical records. Through 
this technology breakthrough, the authors established a novel 
approach in examining electrocardiogram (ECG) records and 
classify them on what kind of heart disease based from its 
pattern using spectrogram image analysis. These records 
underwent data training as part of the deep learning process. 
Data trained are in the form of extracted ECG logs in 
comma-separated values (CSV) format from different patient 
cases. These databases are downloaded from Physionet 
databases, which offers free access to an extensive collection 
of recorded physiological data. Once done downloading, these 
databases were categorized per disease type. Records of 
diseases that were in the same category must be saved in the 
same folder. These CSV files passed through a preprocessing 
procedure through filtering CSV log files and cut each ECG 
reading into 10-second duration and save it as text file. These 
text files were converted into their spectrogram images 
equivalent. The converted text files to spectrogram images 
were still categorized per disease type. The file name of each 
folder containing the spectrogram images for each disease 
type served as the label map for the output classifier. The final 
layer was retrained for dataset development through the use of 
Google’s Inception V3 model that serves as a base learning 
model. Fine tuning was established through setting its 
training rate to 0.001, training batch size to 500, a validation 
batch size of 200 and a total number of training steps of 
500,000. These settings had achieved the optimum result of 
100% validation and training accuracy each. The result of 
final test accuracy is 98.9% and had generated a frozen model 
for the classifier. Its accuracy can improve if there are more  
 

 

 

 
available and reliable ECG records. Using the frozen model, 
the same procedures were done in preparing the dataset to be  
used for the testing stage. The result of the classification of 
disease is shown through the percentage value of how likely is 
the input spectrogram image based from disease categories. 
The authors evaluated the proposed technique and obtained a 
significant performance on the classification of types of heart 
diseases based on available databases from Physionet. 

 
Keywords: deep learning, ECG, spectrogram, classification, 
heart disease, Physionet, inception v3 

1. INTRODUCTION 
According to National Vital Statistics Reports, the leading 
death reason in 2016 is cardiovascular or heart diseases. 
About 23% of the total deaths is caused by heart disease [1]. In 
this paper, the available heart disease databases from the 
physionet databank were collected for experimentation.  
Physionet, a web-based resources of physiological signals, is a 
free access for signals archiving and signal processing [2]. 
The authors examined and collected several heart diseases’ 
databases but consider four of these initially because of its 
reliability and electrocardiogram (ECG) property. These are 
atrial fibrillation (AF), bradycardia, tachycardia, and bundle 
branch block. Healthy signals were also collected and 
included in the experiment since these are very important 
physiological signals. These physiological datasets are in the 
form of ECG signals. Electrocardiograms (ECG), discovered 
by Muirhead in 1872 via wires attached to the patient’s wrist, 
are used to obtain a record of a patient’s heartbeat. This is a 
widely used non- invasive approach for clinical diagnosis in 
patients with a cardiovascular disease [3]. Checking heart’s 
electrical activity needs to have in-depth skills and 
professional knowledge to accurately explain ECG [4]. 
Furthermore, visually inspect ECG signals takes more time 
compared to today’s technological approaches [5]. 
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Atrial fibrillation is an irregular heartbeat called arrhythmia 
which may lead can lead to various heart-related conditions 
such as blood clots, stroke, and heart failure [6]. Bradycardia 
is a condition of a patient that has a very slow heart rate of less 
than 60 beats per minute while tachycardia has a very fast 
heart rate with at least 100 beats per minute [7]. A bundle 
branch block is a disease wherein some part of the heart’s 
conduction system is “blocked”, specifically, an impulse is 
blocked as it travels through the bundle branches [8]. These 
diseases can be determined through the characteristics of 
ECG signals.   
In this paper, the authors established a novel approach in 
determining the type of heart disease without the need for 
ECG visual inspection like P-peak or R-peak detection [5]. 
This is through a spectrogram process and deep learning 
analysis using the csv file form of ECG signals to classify the 
type of heart disease. This paper utilizes the Inception V3 
model in TensorFlow platform for the transfer learning 
technology to retrain the heart diseases’ datasets. This is an 
open source algorithm made by Google to classify images [9]. 
TensorFlow [10], established by Google, is a second 
generation artificial intelligence learning system. It is 
compatible with neural network models like a recurrent 
neural network (RNN) and convolutional neural network 
(CNN). This model is utilized for image and speech 
recognition and other machines deep learning applications. 
This study has established and developed an image 
classification model with better efficiency and higher 
accuracy. 
A convolutional neural network (CNN) [9],[11] has been 
utilized recently due to its efficient recognition capability and 
great performance in the image classification field. CNN 
played an important role in data mining and machine 
learning techniques, specifically Deep Learning Networks 
(DLNs). These DLNs are recent data analysis tools used for 
healthcare diagnosis based on physiological data according to 
related articles [12]–[18]. Furthermore, previous studies 
showed that DLNs can help physician in analyzing medical 
images with higher accuracy than radiologists [19]. This 
powerful process of DLNs is primarily given the fact that they 
can identify characteristic features of a given datasets during 
its learning process to make accurate predictions. With 
numerous novel approaches in medical applications using 
DLNs, the excessive computational cost from the 
conventional processes was addressed. 
Deep learning [20] is among the most reliable approaches in 
analyzing physiological signals for healthcare applications. 
This makes data mining strategies more useful and reliable in 
analyzing a large group of data like medical records. Through 
this technology breakthrough, the authors established a novel 
approach in examining electrocardiogram (ECG) records and 
classify them on what kind of heart disease based from its 
pattern using spectrogram image analysis. These records 
underwent data training as part of the deep learning process. 

2. METHODOLOGY 

2.1 Conceptual framework 
The novel approach in classifying heart diseases based on 
ECG is illustrated through the conceptual framework given in 
figure 1. The framework has three major stages that comprise 
of preprocessing, the training process and the testing process. 
These stages have subroutines that prepare and analyze input 
data to generate the correct output.  
2.1.1. Preprocessing 
In this stage, it requires extracted ECG logs in csv form from 
different patient cases. The databases used in this paper are 
downloaded from https://physionet.org/ wherein datasets 
were identified and serves as a model database. Once done, 
the databases must be categorized per disease type. Diseases 
that are in the same category must be saved in the same folder. 
The csv files are subjected preprocessing procedure through 
filtering the csv log files and cut each ECG reading in 10 
second duration and save it as a text file. These text files are 
converted into its equivalent spectrogram images through 
python codes. Spectrogram images should remain categorized 
per disease type. The file name of each folder containing the 
spectrogram images in each type of disease serves as the label 
map for the output classifier. Thus, it requires to be precise. 
2.1.2 Training Process 
Using Google’s Inception v3 as a base learning model, the 
final layer is retrained to create its own dataset. To attain its 
fine tuning, the training rate setting must be 0.01, the number 
of training steps can be up to 500,000, training batch size set 
to 100, and should have a validation batch size of 100. Once 
the training is completed and has achieved the optimum 
accuracy, a frozen model is then generated for the classifier 
and is ready to deploy. This frozen model will be used for the 
classification of test datasets.  
2.1.3 Testing Process 
The last stage is for the testing and validation of the frozen 
model output. It performs a classification process wherein it 
requires the same procedure with the training stage when 
preparing for the test datasets. In testing the accuracy of the 
classifier, the test datasets were taken from the physionet 
website but these ECG logs were not part of the training 
datasets. These csv files were also subjected to 
filtering/staging process through dicing the csv file into text 
files with 5 minutes duration of ECG reading. The text file is 
converted to spectrogram images and was fed in the frozen 
model for the classification of disease. The classification 
output is displayed in descending order based on the 
percentage of how likely is the input spectrogram image as 
compared to the categorized database.   
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Figure 1. Conceptual Framework 

2.2 Training datasets 
Table 1 is the list of databases used in this paper indicating the 
number of csv files downloaded from the physionet databank. 
The databases related to heart diseases includes atrial 
fibrillation, bradycardia, bundle branch block and 
tachycardia. Based from the table, the spectrogram images 
produced from atrial fibrillation datasets resulted to 265 
image data, 1426 for bradycardia, 82 for bundle branch block 
and 1067 for tachycardia. Healthy csv logs of 121 produced a 
total of 1408 spectrogram images. 

 
Table 1: Training datasets 

 

Database 
Number of 
datasets in 
CSV form 

Spectrogram 
images 

Atrial Fibrillation 105 265 
Bradycardia 47 1,426 

Bundle Branch 
Block 15 82 

Tachycardia 35 1,067 
Healthy 121 1,408 

3. RESULTS 

3.1 Data Filtering 
Input data are in the form of csv file as shown in figure 2. 
These are sample ECG signals of healthy, tachycardia, bundle 
branch block, bradycardia and atrial fibrillation taken from 
physionet with 10 s duration. These are converted into txt 
format in preparation for the spectrogram process.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. ECG signals (a. healthy b. tachycardia c. bradycardia d. 
bundle branch block e. atrial fibrillation) 

3.2 Spectrogram process 
This process requires ECG input that is in txt format. The 
spectrogram process is done through lines of python codes to 
produce images such as what are shown in figure 3. The 
figures are 25 example output images out of 1048 generated 
spectrogram images of healthy signals.  
 

 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 3. Sample spectrogram output images (healthy) 
  
Figure 4 are samples of images taken from the spectrogram 
process performed in tachycardia (figure 4a) and bundle 
branch block (figure 4b). There is a total of 1067 images of 
tachycardia and 82 images of bundle branch block. In here, 
patterns are already noticeable. 
 
 
 
 
 
 
 
 
 
 
 
 
       (a)           (b) 

Figure 4. Sample spectrogram output images (a. tachycardia b. 
bundle branch block) 

 
Finally, figure 5 is the produced images of bradycardia and 
atrial fibrillation executed by the spectrogram process. There 
are 1,426 images generated for bradycardia and 265 images 
for atrial fibrillation. Pattern analysis can already be 
performed from these images. 
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        (a)         (b) 
Figure 5. Sample spectrogram output images (a. bradycardia b. 

atrial fibrillation) 

3.3 Deep Learning 
After spectrogram images are generated, these are 
categorized according to its type of database. In this paper, the 
authors used these heart diseases and healthy databases as an 
input for the deep learning model. The learning environment 
used is the Inception v3 algorithm of the tensor flow platform. 
This transfer learning method has a powerful capability to 
retrain datasets with very high classification accuracy. The 
Inception v3 model main graph is illustrated in figure 6. This 
is a deep neural network model that requires a GPU-based 
computer for the training process. It takes at least few days to 
train datasets. For a 500,000 steps of training, it needs at least 
3 days to finish. The final layer of the model is trained using 
back propagation algorithm and its cost entropy function is 
utilized to regulate the weight parameter through computing 
the error between the output of the softmax layer and the 
database type. For its optimum performance, the researchers 
found out that the setting for its fine tuning must have a 
training rate of 0.001, a training batch size of 500, and a validation 
batch size of 200. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Main graph of Inception v3 model 

3.4 Experimental Results 
This paper performed four experiments in training the 
datasets. The first experiment was the combination of healthy 
and tachycardia datasets. Figure 7 shows the results of cross 
entropy after the retraining the datasets into 4,000 training 
steps. The first figure located at the top is the complete graph 
of the train logs while the bottom figure is the zoomed graph 
near the end of the training steps. It is given in here that the 
cross entropy cost function or the error level is less than 
0.0050 or 0.50%. This value indicates very high classification 
accuracy. In figure 8, it shows the result of the validation 
(orange line) and the training (blue line) set. Top figure is the 
complete logs while bottom figure is the zoomed version. This 
means that it obtained 100% accuracy for both validation and 
training. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Cross entropy result (healthy and tachycardia) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Training and Validation results (healthy and tachycardia) 
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The second experiment is the combination of healthy, 
tachycardia and bundle branch block which underwent 
30,000 training steps. Figure 9 shows the result of the cross 
entropy while figure 10 is for the training and validation 
accuracy. The final cross entropy cost is only 2.16% with a 
validation and training accuracy of 100%.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9. Cross entropy result (Healthy, Tachycardia and Bundle 

Branch Block) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Training and Validation results (Healthy, Tachycardia 

and Bundle Branch Block) 
Third experiment is the combination of healthy, tachycardia, 
bundle branch block and bradycardia. The result of the cross 
entropy shown in figure 11 attained is 6.77% only at 50,000 
training steps. Validation accuracy arrived at 98% while 
training accuracy obtained 99% which were shown in figure 
12. 
Finally, the last experiment is a combination of 5 databases 
comprising of healthy, tachycardia, bundle branch block, 
bradycardia and atrial fibrillation. It attained 1.47% error 
level, or cross entropy cost as shown in figure 13. However, it 
needs at least 500,000 training steps to attain this. Based on 
figure 14, the validation and training accuracy resulted to 

100% each. Thus, the frozen model result achieved a 
desirable classification accuracy. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
Figure 11. Cross entropy result (Healthy, Tachycardia, Bundle Branch 

Block and Bradycardia) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12. Training and Validation results (Healthy, Tachycardia, 

Bundle Branch Block and Bradycardia) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. Cross entropy result (Healthy, Tachycardia, Bundle Branch 
Block, Bradycardia and Atrial Fibrillation) 
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Figure 14. Training and Validation results (Healthy, Tachycardia, 
Bundle Branch Block, Bradycardia and Atrial Fibrillation) 

3.5 Tabulated summary result 
Table 2 summarizes the experimental results for every 
combination of datasets. The final test accuracy decreases 
when adding datasets, but the error level decreases when the 
training step is increased. The final test accuracy for the five 
datasets of ECG signals achieved 98.9% and a minimal error 
rate of 1.47% only. Therefore, increasing train steps while 
adding databases will increase its final test accuracy and its 
cross entropy will be lessened. 

Table 2: Summary of results 
Database Train 

Steps 
Final 
Validation 
Accuracy 

Final 
Training 
Accuracy 

Final 
Test 
Accuracy 

Percent 
Error 
(Cross 
entropy) 

Healthy and 
Tachycardia 4,000 100% 100% 100% 0.32% 

Healthy, 
Tachycardia and 
Bundle Branch 
Block 

30,000 100% 100% 98.5% 2.16% 

Healthy, 
Tachycardia, 
Bundle Branch 
Block and 
Bradycardia 

50,000 98% 99% 97.9% 6.77% 

Healthy, 
Tachycardia, 
Bundle Branch 
Block, 
Bradycardia and 
Atrial Fibrillation 

500,000 100% 100% 98.9% 1.47% 

3.6 Testing Result 
In order to test the classifier, samples of csv files that do not 
belong to the training datasets were tested. These were the 
datasets from those diseases that were separated before the 
retraining. Figure 15 shows the results of the classifier. All 
database types were tested to determine the accuracy of the 
classifier. The researchers found out that the technique is 
accurate in classifying the specified types of heart disease. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 15. Test results from random samples of datasets 

4 CONCLUSION 
A new approach in classifying the types of cardiovascular 
diseases was established using spectrogram process and deep 
learning in this paper. The datasets, which are ECG signals in 
csv format from physiobank, served as inputs to this new 
technique. The datasets under experiments were healthy, 
tachycardia, bradycardia, bundle branch block and atrial 
fibrillation. Using spectrogram for preprocessing and 
Inception v3 for its learning process, its final training and 
validation accuracy is 100% with a final test accuracy of 
98.9%. The cross-entropy loss reached only 1.47% which 
indicates a very low error rate. Based on the results, adding 
available and reliable databases of heart diseases in csv form 
is recommended for further research. 
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