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 
ABSTRACT 
 
Current MLL studies show dataset characterization has effect 
on the performance of certain MLL algorithm. With MLL 
dataset characteristics as imbalance and with label 
dependency issues, it is the research hypothesis that dataset 
linearity characteristic affects algorithm performance. The 
study used Soil Test Report as the nonlinear dataset for 
Ensemble of Pruned set. EPS with different base classifier was 
modified to test the hypothesis. EPS with non-linear base 
classifier works better in MLL dataset with non-linear in 
character. 
 
Key words: Ensemble of Pruned Set, Linearity, Multi-label 
learning.  
 
1. INTRODUCTION 
 
In simple classification problem, a single instance is 
associated with one label; the label can either be binary or 
multiclass values [1].  Multi-label learning or classification is 
considered a multi-output classification [2]. Common 
approaches to solved multi-label classification problem are 
tailored for specific classifiers and don’t solved label 
dependencies or inter-label correlations [3]. 
 
Label Powerset (LP) considers each distinctive instance of set 
of labels in the training dataset as one group for newly 
modified dataset [4]. LP was extended to Pruned set (PS) by 
pruning away the label-sets that are occurring less time than a 
small user-defined threshold [5]. Ensemble of Pruned Set was 
the extension of PS, as ensemble learning improves ability of 
a learning system and reduce over fitting [6]. 
 
However, EPS complexity is not reduced with respect to LP as 
well as the problem of imbalance and label dependency issues 
[7] is not solved. Moreover, dataset analysis is highly 
important to select the most optimal algorithm depending on 
the characteristics of the dataset [8]. Multi-label Learning 
dataset characteristics are imbalance, high dimensional, and 
label relationship could hamper the performance of the 
algorithm; this leads to the hypothesis that dataset linearity 
issues might affect algorithms’ performance. 

 
 

 
The study modified EPS and improved prediction 
performance for the nonlinear dataset. First, the dataset was 
tested for linearly separability. Second, the dataset was known 
as nonlinear and was feed in original EPS with SVM base 
classifier. Third, the EPS base classifier was modified with 
J48, a nonlinear base classifier. Results shown that modified 
EPS was with better performance with nonlinear base 
classifier for nonlinear dataset, than the original EPS with a 
linear base classifier. 
 
2. REVIEW OF RELATED LITERATURE 

2.1 Multi-label Classification 
Multi-label classification is the construction of a predictive 
model for each instance that may have many labels associated 
with it from the previously defined set of la-bels. MLC 
algorithms are categorized into three main groups: problem 
transformation [9], algorithm adaptation [10] and ensemble 
methods [6]. Problem Transformation methods examples are 
Label Powerset method (LP), Pruned Problem 
Transformation Methods or Pruned Set (PS), and Classifier 
Chains (CC). LP generates a single-label dataset from 
combinations of labels. LP takes into account label 
correlations problem but complex which leads to imbalance 
dataset [5] and make the learning process more difficult [8]. 
 
Multi-label learning has moderately attracted notable 
researches to diverse problems from automatic tagging for 
multimedia objects including images [11] [12], audio [13] 
[14] [15] [16], bioinformatics [17], document categorization 
[18] [19], information retrieval [20] [21], medical diagnosis 
[22] [23] [24] [25] [26] [28], rule mining [28], and web 
mining [29].  

2.2 Ensemble of Pruned Set 
Pruned Set was a modified Label Powerset transformation 
method less both complexity problems and not balanced class 
label by pruning less frequent labelsets. PS was extended to 
Ensemble of Pruned Set (EPS) to stabilize the negative issues 
between information loss. The EPS study shows superior 
options to other multi-label methods (CM, BM, RM, PS, 
RAkEL) over different multi-labelled datasets. 
 

 
 

Modified Ensemble of Pruned set for non-linear dataset 

Oneil B. Victoriano1, Arnel C. Fajardo2 
1Technological Institute of the Philippines, Philippines, obvictoriano@addu.edu.ph 

2 Manuel L. Quezon University, Philippines, acfajardo2011@gmail.com 
 

                                                                                                      ISSN  2278-3091 
Volume 9, No.1.1, 2020 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse0991.12020.pdf 

https://doi.org/10.30534/ijatcse/2020/0991.12020 
  

 



Oneil B. Victoriano  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.1), 2020, 47 - 50 

48 
 

 

Multi-label ensembles can be homogeneous or heterogeneous, 
the former consist of a single-learning base algorithm, and 
latter consist of different and multi types of learning models. 
EPS is characterized as homogenous, fusion, and global [30]. 
In EPS, SVM is employed as the single label classifier [31]  

2.3 Multi-label dataset characterization and linearity 
A MLL datasets usually characterizes as imbalance, high 
dimensionality or its relation-ship its among labels. Dataset 
characterization [32] [33] using available tools like MLDA 
[34] and MEKA is essential for the different MLL algorithms 
performance. Performance of a classifier in one dataset may 
not the same in other datasets or problem domain [35]. 
 
MLL datasets are non-linear [36] due to label complexity and 
feature dependencies [27]. MLL classifier studies which 
focuses on linearity of datasets, like Ada-Boost.MH [37], 
BP-MLL [38], Join-SVM [39], KNN classifiers, LM-K [40], 
ML-kNN (Multi-label K-Nearest Neighbors) [41], 
One-verse-all OVA linear classifiers [42] [43], Perception in 
neural network [44], and RankSVM [45]  
 
3. METHODOLOGY 

3.1 Gather and preprocess the datasets 
The study used the Department of Agriculture Region Field 
Office XI (DARFOXI) Regional Soils Laboratory Soil Test 
Report, an aggregated report from Soil Nutrient, Results of 
Analysis, Nutrient Requirements and Fertilizer 
Recommendation Reports. The dataset is made up of 31 
features and 30+ labels as recommended fertilizers. 
 
Due to islands of record that are not in the same format and 
with missing entries, the study manually searched, recoded, 
and retyped some information using MS Ex-cel. Besides, add 
and convert missing values, the original rows are being 
encoded with multiple crop values in the crops column. The 
numbers of rows were expanded to 5,870 rows from the 
original transaction of 3,978 rows. 

3.2 Transform dataset to Label Powerset (LP) 
The dataset was transformed into single labeled dataset using 
MLDA tool. The Label Powerset (LP) transformation method 
was used to transform the dataset into single labeled dataset.  
3.3 Dataset linearity characteristics 
Exploratory data analysis on linear separability 
characteristics using Weka was used in the transformed 
dataset. The SMO with linear kernel (SVM) and Logistic 
Regression were used to test dataset linearity characteristic. 

4.4 Modify the EPS with non-linear base classifier 
The original EPS is with SVM base classifier; the study 
modifies EPS base classifier with J48 for non-linear dataset. 

5.5 Test the Modified EPS performance 
To test the performance, the datasets were feed in EPS with 
SVM and J48 base classifier. Multi-label classification 

performance metrics: Accuracy, Jaccard Index, Hamming 
score, Exact match, Jaccard distance, Hamming loss, 
ZeroOne loss, Avg precision and F1 (micro averaged) were 
used in the study. 
 
Dataset is the transactional soils test reports filed by the 
Department of Agriculture Region Field Office XI 
(DARFOXI) – Regional Soils Laboratory’s encoder. The 
study used spreadsheet Soil Test Report, an aggregated report 
from Soil Nutrient, Results of Analysis, Nutrient 
Requirements and Fertilizer Recommendation Report. 
 
4. RESULTS AND DISCUSSIONS 

4.1 Dataset linear characteristics 
A linear model was built using Logistic regression and SVM 
with a linear kernel in Weka. Simple Logistic Regression and 
SVM classifier shows Incorrectly Classified Instances is 68% 
and 80% respectively; and kappa statistic at 0.29 and 0.12 
respectively. The initial method is to fit the data into a linear 
model but with higher incorrect classified instances and low 
kappa statistic (not close to 1), the linear model is not good. 
Hypothesis on using a non-linear base classifier is appropriate 
in EPS.  

4.2 Linearity in EPS 
The result shows that all performance metrics are with better 
performance on EPS with non-linear base classifier (J48) than 
that of using SVM base classifier.  
 
Table I shows prediction performance results using EPS with 
linear and non-linear base classifier on the datasets. Metrics 
with better higher performance like Accuracy, Jaccard index, 
Hamming Score, Exact match, Average precision, and F1 
(macro averaged) have average results of 0.822 in using J48, 
than 0.559 in using SVM. While, metrics with better 
performance if low scores in Jaccard distance, Hamming loss, 
and ZeroOne loss have an average results of 0.247 in J48, 
than 0.567 in SVM. 

 
Table 1: Performance Metric table 

Performance 
Metric 

Better 
performance J48 SMO 

Accuracy Higher 0.817 0.577 
Jaccard index Higher 0.814 0.587 
Hamming score Higher 0.923 0.713 
Exact match Higher 0.725 0.415 
Jaccard distance Lower 0.279 0.624 
Hamming loss Lower 0.097 0.298 
ZeroOne loss Lower 0.365 0.781 
Avg precision Higher 0.818 0.562 
F1 (micro 
averaged) Higher 0.839 0.503 
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5.  CONCLUSION AND RECOMMENDATION 
 
Multi-label classification is associated with multiple classes 
per instance. In current researches, MLL dataset 
characteristics are imbalance, high dimensional, and label 
relationship hampers the performance of a certain MLL 
algorithm. A hypothesis of MLL dataset linearity 
characteristic could affect MLL performance was discovered 
in this study. The study modifies EPS base classifier for 
nonlinear dataset. The results concluded that there is effect in 
performance metrics in using EPS with linear and non-linear 
base classifier on the dataset. The non-linearly separated 
dataset is with better performance in EPS with J48 a 
non-linear base classifier (J48 compared in EPS with a SVM 
linear base classifier. In the future, the study will look into 
embedding or dimensionality reduction in MLL to support 
further study on MLL dataset linearity characterization. Also, 
the study will look into the effects of other current MLL 
dataset characteristics compared with MLL dataset linearity 
characteristics. 
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