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ABSTRACT 

 

Following widespread lockdowns, there has been a notable 

increase in people's desire to travel, leading to longer and more 

frequent trips. This trend has created a demand for customized 

itineraries and tour planning. Unfortunately, manual tour 

planning can be challenging to optimize, time-consuming, and 

increasingly complex as the number of locations increases. To 

automate and improve tour planning, optimization methods can 

be used, as they leverage algorithms to find efficient routes. The 

Genetic Algorithm (GA), an algorithm that mimics the course 

of natural evolution, is adept at navigating complex search 

spaces and finding optimal solutions, making it suitable for 

solving tour planning challenges. Building upon the work of J. 

Zhang (2021), this study aims to improve the performance of 

GA by enhancing the diversity of the population, removing 

redundant nodes, and reducing the execution time. Two 

simulators were created, one for each algorithm, to test their 

performance. The researchers conducted tests on both the 

existing and enhanced algorithms. This involved the utilization 

of several test data that contains coordinates of several cities in 

the Philippines. Based on the results, the enhanced algorithm 

showed better results compared to the existing algorithm. In 

conclusion, the enhanced algorithm performed better than the 

exiting algorithm. 

 

Key words: Genetic Algorithm, Tour planning, Crossover 

operator, Mutation operator  

 

1. INTRODUCTION 

 

Many consumers have a new passion for life after going 

through lockdowns that made international travel practically 

difficult, which is causing a trend that is seeing countless 

people travel for longer and more frequently [1]. This trend has 

created a demand for customized itineraries and tour planning.  

However, manually arranging tours can be difficult to optimize, 

time-consuming, and increasingly complex as the number of 

 
 

locations increases. To automate and improve tour planning 

process, optimization methods can be used, as they leverage 

algorithms to find efficient routes. Various algorithms can be 

used to solve the problem, such as Brute Force Algorithm 

(BFA), Ant Colony Optimization (ACO), and Genetic 

Algorithm (GA). This study used GA to solve tour planning 

problem as it adept at navigating complex search spaces and 

finding optimal solutions [2]. Many works have been made in 

GA to improve its performance, one is from J. Zhang [3]. In 

Zhang’s GA, he introduced a new crossover process and 

include a local search. However, the algorithm still faces 

several challenges: possible occurrence of redundant nodes, 

low diversity, and longer execution time as the number of nodes 

increases. To address these challenges, the researchers 

modified Zhang’s GA focuses on removing the redundant 

nodes by introducing new crossover operator, increasing the 

diversity using a dynamic mutation rate, and reducing the time 

execution by adding a validation process. 

 

2. LITERATURE REVIEW 

 

The genetic algorithm (GA), which is based on the principle of 

genetic selection, is often used to optimize search tools for 

challenging problems. In addition to optimization, it also aids in 

machine learning and research and development. With factors 

like selection, crossover, and mutation combined to form 

genetic operations that would initially be applicable to a 

random population, it is comparable to biology for 

chromosomal formation. The goal of GA is to produce 

solutions for succeeding generations. Success in individual 

production is closely correlated to the suitability of the solution 

it serves, ensuring that quality will improve over future 

generations [4].   

 

The adoption of novel selection approaches, which eschew 

standard tournament selection in favor of strategies like 

rank-based selection and crowding distance selection, is among 

the most prominent improvements [5]. These techniques have 

shown to be more successful at locating superior solutions. 

Additionally, the emergence of cutting-edge crossover 

operators like uniform crossover and blended crossover has 
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helped GA more than conventional single-point and 

double-point crossover techniques [6]. In addition, 

improvements in mutation operators, such as polynomial 

mutation and Gaussian mutation, have shown to be more 

efficient in traversing the search space and identifying novel 

solutions. GA has been hybridized with other algorithms, like 

local search and machine learning methods, to further increase 

their capabilities. One example is Zhang’s improvement on 

Genetic Algorithm. In his paper, he proposed a novel crossover 

operator, a swapping mutation operator, and incorporated a 

local search algorithm to expand the search space and to 

improve the quality of the solutions. The simulation indicates 

the proposed algorithm surpasses the standard GA in terms of 

its efficiency. It was also found that it is computationally simple 

and easy to carry out. 

 

This collaborative strategy enables GA to produce a set of 

initial candidate solutions that are then improved by specialized 

algorithms [7]. Together, these improvements make GA more 

effective and adaptable optimization tools, with applications in 

machine learning, engineering, and a variety of other fields. 

 

Despite this, there are still several weaknesses GA faces as it is 

used in the said problems. The traveling salesman problem is 

one of several optimization issues for which GA can be used to 

discover a solution [8]. TSP is a minimization problem that asks 

for the shortest path that makes exactly one stop at each city 

before returning to the starting point. The best chromosome, 

which is a tour, is returned as the solution in GA after a 

predetermined number of random tours have been generated 

and improved populations have been reached [9].  

 

However, it has been observed that some nodes repeatedly 

appear in GA, having locations visited more than once. 

Therefore, it is impossible to achieve diversity or exploration 

[10]. As stated, gene repetition is one of the drawbacks seen in 

its application to routing problems. Repeated nodes may 

generate similar or identical solutions that violate the TSP 

constraint and can reduce population diversity, resulting in 

ineffective methods because of the time lost in creating and 

evaluating infeasible solutions [11].  The algorithm's capacity 

to traverse the search space and produce optimal solutions may 

be hampered as a result [12].  

 

It has also been observed that the computation time of the GA 

increases with the problem size [13]. There are several factors 

in the algorithm that contribute to the increase of the execution 

time such as the parameters used, the choice of operators, as 

well as the recalculation of fitness score of each chromosome in 

each iteration. Katoch et al. [14], in their review of genetic 

algorithm, revealed the procedure of GA which includes the 

computation of the fitness score of each chromosome that is 

necessary for the selection of the parents in each generation.  

 

In relation to the process of GA, the mutation operator is the 

mechanism that preserves genetic diversity from one group to 

the next [14]. One chromosome is all that is needed for a 

mutation to produce a kid chromosome because it is an asexual 

operator. To prevent premature convergence, these operators 

allow the population's evolution to retain its random aspect 

[15]. A beneficial mutation confers a fitness benefit on the 

individual, increasing the likelihood of reproduction and the 

ability to pass on the advantageous characteristic to future 

generations. On the other hand, an organism that undergoes a 

harmful mutation is likely to be eliminated, and the 

characteristic might vanish in subsequent generations [16]. 

Yang [17] pointed out that mutation at a single site is not very 

efficient as mutation can be local if the mutation rate is low, and 

the step sizes are very small. The choice of mutation operator 

will then be a major factor in the exploration of the best possible 

solution. In addition, Vie et al. [16] also noted that overly high 

mutation rates result in ineffective random search, but an 

excessively low mutation rate can't stop a particular portion 

from sticking around in the population forever or can't stop 

early convergence. Therefore, the choice of the mutation 

parameter will determine if the algorithm converges to the best 

possible solution. 

 

 

3.  METHODOLOGY 

 

The methodology aims to address challenges in an existing 

algorithm, specifically node duplication and decreased 

diversity, through strategic modifications and enhancements. 

 

To tackle node duplication, a novel approach utilizing a single 

parent in crossover operations is proposed, ensuring offspring 

do not contain repeated nodes, as seen in Figure 1. This 

prevents the emergence of infeasible solutions without the need 

for repair mechanisms, thus improving efficiency.  

 

Additionally, a dynamic mutation rate is introduced to 

counteract decreased diversity. Mutation probability 

significantly impacts population variability, with high rates 

promoting exploration and low rates facilitating exploitation. 

To balance the exploration and exploitation capabilities of the 

operator, the proponents have decided to utilize a dynamic 

mutation rate that would change based on the number of 

generations used [18]. This ensures effective exploration of the 

search space while maintaining quality solutions and avoiding 

convergence to suboptimal outcomes. The formula used to 

calculate the mutation rate is; 

 

    
  

  
      (1) 

                       (2) 

 

where: MR is the dynamic mutation rate, LG is the current 

generation, Gn is the total number of generations, M is the 

number of individuals to be mutated, and population size is the 

number of individuals in a population. 

 

Furthermore, to mitigate increased computational time, a cache 

system is incorporated to store previously evaluated fitness 

scores, as shown in Figure 2. This prevents redundant 

evaluations of similar individuals, optimizing the selection 

process and overall efficiency of the genetic algorithm. 

 

To test the performance of both algorithms, the researchers 

created two simulators, one for J.Zhang’s GA, which will be 
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called the existing algorithm, and one for the enhanced 

algorithm. The test data used is comprised of coordinates of 

cities in the Philippines with 11, 108, 502 and 1345 locations, 

along with TSP instances like kroA100, rat575, and pr1002. 

Each algorithm undergoes five trials for performance 

evaluation. 

 

 
Figure 1: Single Parent Crossover Operator 
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Figure 2: Validation Process before Evaluation Fitness Scores 

 

4.RESULTS AND DISCUSSION 

This section discusses the results of the methods that 

researchers have applied to enhance J. Zhang’s Genetic 

Algorithm.   

 

Table 1 presents that across all iterations, the enhanced 

algorithm consistently demonstrated superior performance 

compared to the existing algorithm. Specifically, the enhanced 

algorithm exhibited the ability to visit every node exactly once 

within each trial. On the over hand, the existing algorithm 

exhibited inefficiencies, as evidenced by instances of node 

duplication or omission, thus indicating its shortcomings in 

ensuring optimal traversal of the nodes. 

 

In this study, average diversity refers to the average difference 

or range between various solutions within the population. It 

illustrates the varying performance or characteristics of each 

solution compared to the others. Figure 3 and Figure 4 shows 

the progression of the average diversity and best distance across 

generations of both existing and enhanced algorithms, 

respectively, with a dataset containing 1345 nodes. As seen in 

Figure 3, the existing algorithm is seen to have a smaller 

difference on the distance between nodes ranging between 

30-60, indicating that the algorithm only explores a localized 

area of the search space limiting its likelihood to get better 

results. It can also be seen that its diversity significantly 

declines as the generation increases. On the other hand, in 

Figure 4, the enhanced algorithm's diversity ranged between 

40-100, indicating that it has effectively explored a wider range 

of the search space.  

 

In addition, the existing algorithm had a best distance of 

6021.249 while the enhanced algorithm recorded 5915.147 as 

its best distance. This suggests that the enhanced algorithm is 

capable of getting better results than the existing algorithm.  

The results were further evaluated by utilizing different datasets 

to evaluate its efficiency on nodes of varying sizes. The 

researchers used datasets with 11,108, and 502 nodes to 

challenge the findings recorded in both algorithms. The 

behavior of the existing algorithm's diversity across datasets 

were the same, observing a significant decline as the 

generations progress. As shown in Table 2, the enhanced 

algorithm consistently outperforms the existing version in 

providing better solutions, except in the 11-node dataset. This 

occurs because, as seen in Table 1, the current algorithm is only 

traversing nodes between 3-6 nodes disregarding 5-8 nodes 

resulting to a shorter path than the improved version. Moreover, 

it was found that the enhanced algorithm consistently provides 

better solutions in comparison to the existing one across all 

datasets, evidence that the enhanced is better in exploring the 

search space in finding a better solution for the given dataset. 

 

Table 3 shows that the enhanced algorithm consistently had a 

shorter execution time than the existing one, and the difference 

became more noticeable as the number of nodes increased. 

These results strongly suggest that enhanced algorithm is better 

overall when it comes to speed and efficiency in all instances. 

 
Table 1: Comparison of Number of Nodes Traversed 

 

No.of 

Node

s 

Traversed Nodes 

Existing Algorithm Enhanced Algorithm 

T1 T2 T3 T4 T5 T1 T2 T3 T4 T5 

11 3 3 5 5 6 11 11 11 11 11 

108 106 107 105 107 107 108 108 108 108 108 

502 492 498 492 492 495 502 502 502 502 502 

1345 
133

7 

133

5 

133

5 

134

4 

133

6 

134

5 

134

5 

134

5 

134

5 

134

5 

 
 

Figure 3: Existing Algorithm 

Diversity 

 
 

Figure 4: Enhanced Algorithm 

Diversity 
 

Parent: 123|4567|89   891234567        

891234567 (Child 1) 

 

Subset: 123456789    xxxx13469        

257813469 (Child 2) 
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Table 2: Comparison of Best Distance Obtained 

No. of Nodes 

Best Distance 

Existing 

Algorithm 

Enhanced 

Algorithm 

11 0.216 2.097 

108 499.787 445.156 

502 2202.892 2065.199 

1345 6021.249 5915.147 

 
Table 3: Comparison of Total Execution Time 

No. of 

Nodes 

Total Execution Time (seconds) 

Existing Algorithm Enhanced Algorithm 

T1 T2 T3 T1 T2 T3 

11 1.82 1.79 1.77 1.71 1.72 1.74 

108 3.74 2.72 2.90 2.00 1.96 1.98 

502 5.24 5.16 5.18 3.13 3.09 3.12 

1345 9.64 9.13 9.17 5.10 5.06 5.14 

 

5. CONCLUSION 

Genetic algorithm is a well-known algorithm used to solve 

optimization problems. It can effectively search over a sizable 

and complex search space and produce useful results. Tour 

planning stands as one such optimization problem that genetic 

algorithms can address. However, there are still improvements 

that were made to further enhance the performance of the 

algorithm.  

 

In the enhanced algorithm, the possibility of producing invalid 

solutions was eliminated by introducing a single-parent 

crossover instead of the previous crossover operator, resulting 

in no repeated or missed locations. Next, the diversity of the 

solutions was increased using a dynamic mutation rate, causing 

the expansion of the search space. Lastly the computation of 

similar solutions was eliminated by incorporating a validation 

process before evaluating the fitness score. As a result, the time 

execution was reduced. 

Overall, the points mentioned above prove that the enhanced 

algorithm is effective and performed better than the existing 

algorithm.  
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