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ABSTRACT 
Facial expression recognition systems have been researched 
for years remains a challenging problem in computer vision. 
Facial expressions manifest the emotions of the person and 
tend to be different between individuals. In this paper, a 
robust Convolutional Neural Network(CNN) architecture is 
proposed for the facial expression recognition problem. Two 
datasets employed in the experiments which were Japanese 
Female Facial Expression(JAFFE) and Cohn-Kanade(CK+). 
A comparative study of the impact of each image pre-
processing operation in accuracy rate is presented. By 
determining these ideal elements, a greater accuracy can 
possibly be attained. CNN was exploited to a set of seven 
emotions from numerous facial expressions namely, happy, 
sad, angry, surprise, disgust, fear and neutral. Experimental 
result shows that the proposed CNN solution achieved 
accuracy of 91.76% in the CK+ database. 
 
Key words : Convolutional neural network, deep learning, 
facial expression recognition. 
 
1. INTRODUCTION 
 
One of the most essential information on understanding human 
emotions are facial expression. For many year facial emotions 
have been studied. Emotional instability affected the 
transformation of the expression at human face automatically  
[1]. Emotional expression has several actions associated 
with it, such as face movements and body gestures, changes 
in voice tone, physiological changes in the skin resistance 
and facial flushing [2]. Shih [3] stated in his book entitle 
“Image Processing and Pattern Recognition” that facial 
expressions play a major role in connecting with people 
since it expresses the emotions of the human in interaction 
between human surrounding, Shan et.al [4] express that 
facial expression can be divided into seven categories which 
were happy, sad, angry, fear, surprise, disgust and neutral.  
Facial expression recognition system has been developing for 
years. Face and object recognition systems are applicable to 
real life applications, such as human-computer interaction, 
surveillance, pervasive computing, and access control (non-
intrusive security) [5]. Hamester et.al [6] stated that 

 
surrounding environment, position of the subject and skin 
colours are among of restriction that can lead to lack of 
capability of facial expression recognition system. Despite 
the continuous research efforts, accurate facial expression 
recognition under un-controlled environment still remains a 
significant challenge.  
A promising approach that can be utilized to address facial 
expression recognition issues is a Convolutional Neural 
Network (CNN). It has been applied to several applications, 
such as recognition of human face [7–9], classification of 
human gender [10], identification of finger-vein [11–13], 
recognition of license plate [14] and other applications. 
Lecun et al. [15] proposed the classical Convolutional Neural 
Network in 1998; the LeNet-5 which was utilized in 
handwritten digit character recognition. LeNet-5 architecture 
is shown in Figure 1.  
 
 
 
 
 
 
 
 
 

Figure 1: The LeNet-5 CNN Architecture [15] 
CNN provides a great promise of solution in order to solve 
complex pattern recognition problems. A CNN is a 
hierarchical multi-layered neural network that combines 
segmentation, feature extraction, and the classification 
process in one trainable module. Hence, it accepts raw data 
images with minimal image processing. CNN completes 
feature extraction and classification at once, and needs not 
to design feature filters with the ability of learning features 
[16,17]. This paper focuses on designing the CNN model 
and architecture, particularly for facial expression 
recognition that would save computational time and cost. 
The cross - validation method has been used to determine 
the best parameters and model of CNN architecture. It has 
been proven that by applying this method, the accuracy can 
be measured.  
This paper is organized as follows: The next section 
describes the database used and the proposed approach. 
The results and analysis are shown in Section 4. Finally, 
Section 5 concludes this paper. 
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2. RESEARCH METHOD 
 
The methodology for this research is divided into three 
sections. The first section discusses the two standard 
databases used, the second section discusses applied pre-
processing method and the final section discusses the CNN 
design. This system ran on 2.3 GHz Intel Core i5 2.5GHz 
with an NVIDIA GeForce processor that has 610Mb 
memory. The Python 3.5.2 language, Open Source Computer 
Vision Library (OpenCV) and Tensorflow were used for pre-
processing and to design the CNN model. 
 
2.1 Database  
There were two databases used in this paper to classify the 
images of human faces into seven classifications of 
expression which were Japanese Female Facial Expression 
(JAFFE) and Cohn-Kanade (CK+) database.  
The Japanese Female Facial Expression (JAFFE) database 
[18] that has seven total facial expressions, namely happy, 
sad, surprise, angry, disgust, fear and neutral. JAFFE 
database consists of 213 grayscale frontal faces pose images 
from 10 Japanese females. In this database, there are 4 
images taken from each subjects in the six basic expressions 
and one image of the neutral expression from each subjects. 
All images in the dataset are stored in grayscale of 256×256 
pixel arrays with 8-bit precision. Figure 2 shows the sample 
image of JAFFE database.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Sample images of JAFFE Database [18] 
 
The Cohn-Kanade (CK+) database comprises of the images 
of 100 university students with the age between 18 and 30 
years old. The subjects involving of 65% female, 15% 
African America and 3% Asian or South American [19]. The 
students were instructed to perform the six basic expressions 
that begin and end with neutral expression. All the images in 
the database are stored grayscale of 640×480 pixel arrays 
with 8-bit precision. The database contains images for the 
following expression; neutral, angry, disgust, fear, happy, sad 
and surprise. Some examples of the CK+ database images are 
shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 

 
Figure 3: Sample images of CK+ Database [18]  

 
2.2 Data Pre-processing  
The input to the network is expected to be in the term of facial 
image. However, it can be difficult for the deep network to 
handle high variations in the facial pose and lighting conditions. 
Thus, it becomes necessary to pre-process the input to make the 
faces more uniform. The pre-processing step can be divided to 
six parts as shown in Figure 4.  
 
 
 
 
 

Figure 4: Pre-processing procedure 
 
The first part is input image from the image of JAFFE and 
CK+ databases. The second part is face detection; extracted 
from two databases used. After the face was detected, the 
face was cropped and resized to 56×46 pixels. The image 
was then normalized using min-max normalization algorithm 
which produces pixel value within the range of -1.0 to 1.0. 
Output images were stored in numeric data and divided to 
two parts; 100 training normalized images and 40 testing 
normalized images. The cross validation was used to find the 
best parameters and the best accuracy between those two 
databases. The training was carried out 100 times where 
during the validation, the best period during the training 
would configure the best network weights. The best network 
weights are selected and used to compute the accuracy of the 
test phase. 

 
2.3 Design of CNN  
The CNN design for facial expression recognition consists of 
four layers. In designing a neural network architecture, the 
parameters (convolution and subsampling of layers) are to be 
reduced to the greatest extent possible, also known as 
reducing the model complexity. This approach results in four 
layers 4-14-60 model topology as shown in Figure 5. While 
Figure 6 shows the convolution and subsampling process of 
the proposed CNN architecture. 
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happy, 4 – sad, 5 – surprise and 6 – neutral). The overview of 
the proposed facial recognition system is shown in Figure 7.  

 
 
 
 
 
 
 
 
 
 

 
Figure 5: Proposed CNN Design  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Convolution and subsampling process 
 
In the convolution or subsampling process, the convolution 
kernel wji

(l) is convolved with the input feature map Mi, with 
the subsampling incorporated as a skipping operation in the 
convolution process. The average pooling operation in a 
subsampling layer is not performed. Instead, only the sizes of 
the kernels (Sx, Sy) are represented as skipping factors 
between subsequent convolutions in x and y directions 
respectively. Equation (1) gives the sizes of the output map 
(Mx, My), in x and y direction.  
 
 
 
where (Kx, K y) denotes the convolution kernels, index 

(l) indicates the layer.  
The proposed system operates in two main phases which are 
training and test. During the training, the system receives a 
training data comprising grayscale images of faces with their 
respective expression and learns a set of weights for the 
network. To ensure that the training performance is not effected 
by the order of presentation the examples, a few images are 
separated as validation and are used to choose the best set of 
weights out of a set of trainings performed with samples 
presented in different orders. During the test, the system 
receives a grayscale image of face and output the predicted 
expression by using the final network weights learned during 
the classification of training. The output produced determines 
the classification of the expressions represent integer numbers 
(0 – angry, 1 – disgust, 2 – fear, 3 – 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Overview of proposed facial expression recognition  
systems [20] 

 
3. RESULT AND DISCUSSION 
 
This section presents the result of performance for the 
proposed system which separated into training and testing 
phase. 
 
3.1 Cohn-Kanade(CK+) Database 
 
The CK+ database was separated into 7 groups of expression 
where in each of the groups there was none subject 
overlapping between them. Each subject in the groups would 
be go through the pre-processing step which consist of 
rotation correction, image cropping, image flatten or down-
sampling and intensity normalization. The training was 
carried out 100 times where during the validation, the best 
epoch during the training would configure the best network 
weights. The best network weights are selected and used to 
compute the accuracy of the test phase. Figure 8 show the 
illustration of the intermediate layer where the best set of 
weights were choosing to determine the expressions.  
 
 
 
 
 
 
 
 
 

 
Figure 8: Illustration of the intermediate layer for CK+ Database 

 
The training of the network takes about 45 minutes where for 
each training set only takes up to 80 seconds. The accuracy 
of the proposed system that classify into the seven 
expressions using the CK+ is shows in Table 1. 
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Table 1: The accuracy of seven expression for CK+   
Expression Neutral Angry Surprise Disgust Fear Happy Sad 

        

Precision        
(%) 100 70 100 100 62 80 75 

        
 

Based on the Table 1, disgust and surprise expression 
achieved accuracy rate of 100% whereas fear and 
angry expression achieved the smallest recognition 
rate. This shows that the pixel space of the two 
expressions were not well separated as the two 
expressions are very similar to each other. The pixel 
space cannot determine the best set of weight between 
the pixels in the two expressions. The average 
accuracy of the seven expressions for the CK+ 
recorded to be up to only 85%. Figure 9 shows the 
accuracy of CK+ database during training where it 
achieved 91.76% during training. The accuracy 
increased as the epoch value increased.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: The accuracy of CK+ database during training 
 

The normalized of the confusion matrix for the seven 
expressions of CK+ database shown in Table 2. 

 
Table 2: The normalized confusion matrix on CK+ database 

Neutral 67 
  

11 
 

0 
 

22 
 

0 
 

0 
 

0 
  

         
                 

Angry 0  100 0 0 0 0 0   
Disgust 

          

0   9  82  0  0  9  0   
                 

Fear 0  0 0 100 0 0 0   
           

Happy 0   0  0  0  100  0  0   
                 

Sad 0  17 0 17 17 50 0   
           

Surprise 0   0  0  0  0  0  100   
                 

 
Table 2 shows that the sad expression has the lowest 
configuration of accuracy since it mostly confused with 
the angry, fear and happy expressions. Disgust expression 
also cannot determine between angry and sad 
expressions. Many cells outside of the main diagonal 
expressions that slightly above value of zero showed that 
the samples were misclassified between the seven 
expressions. 

3.2 Japanese Female Facial Expression (JAFFE) dataset 
 
The JAFFE database contains images from only 10 subjects 
where same as the CK+ database, the images were separated 
into seven categories of expression. The training phase was 
carried out the 170 samples of image and validate on the 43 
samples of image. Same as CK+ database, JAFFE database 
undergoes pre-processing step before training. The training 
phase was carried out 100 times where it shows that the 
accuracy increases up to 84.54% shown in Figure10.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10: The accuracy of JAFFE database during training 

 
The best set of weights were used to determine the 
expression of the images in train. The training of the network 
takes about 20 minutes where each training set takes about 
20 seconds. The best network weights were selected and 
used to compute the accuracy of the test set. The accuracy of 
the seven expressions after the training and testing phase 
were recorded in Table 3. 
 

Table 3: The accuracy of seven expression for JAFFE  
 

Expression Neutral Angry Surprise  Disgust Fear Happy  Sad  
 

Precision        
(%) 82 14 100 91 100 63 40  

 
 
Based on Table 3, angry and surprise were the expression that 
shows the lowest recognition among the seven expressions. This 
was due to incapability of the network weights to determine the 
expressions since the pixel space of these two expressions were 
not separated respectively. The average accuracy of the seven 
expressions for the JAFFE database only reached up to 67%. The 
intermediate layer as in Fig. 11 through the three layer that 
learned the kernel and generate maps for each convolutional 
layer. The image selected to be testing would configure the 
feature maps of each pixel in image by interpolation of the 
nearest pixel. The normalized confusion matrix for the seven 
expressions of CK+ database was shown in Table 4 where 
disgust expression has the lowest accuracy compared to the other 
expressions. It was mostly tangled with the neutral expression 
where it shown from the sample images of disgust was 
misclassified as neutral expression. 
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Table 4: Normalized confusion matrix for JAFFE Database 
 

Neutral Angry  Disgust  Fear Happy Sad Surprise 
                 

Neutral 98  1   1  0   0  0  0  
                 

Angry 71 14  14  0  0 0 0  
            

Disgust 53  7   27  0   7  0  7  
                 

Fear 50 0  0  0  0 0 50  
            

Happy 6  0   19  0   62  0  12  
                 

Sad 40 30  10  0  0 0 20  
            

Surprise 0  8   0  0   0  0  92  
                  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: The illustration of intermediate layer for JAFFE database 
 
Table 5 summarized that comparison between the accuracy of 
CK+ database and JAFFE database. As it can be seen, CK+ 
shows the greatest performance of accuracy with 91.76% rather 
than JAFFE with 84.54% accuracy. JAFFE show lower accuracy 
due to small number of database. Convolutional Neural Network 
mostly emphasized a big amount of data in order to adjust the 
parameters. The required data amount that methods for any 
facial expression recognition needed in the training phase to 
achieve a good accuracy. 

 
Table 5: Comparison between CK+ and JAFFE Database  

Database CK+ JAFFE   
Accuracy   

(%) 91.76 84.54 
 
 
The best performance of the facial expression recognition 
system by using the CK+ and JAFFE database was achieved 
by using the both spatial and intensity normalization. Table 6 
summarized the performances of each step in the pre-
processing steps. 

 
Table 6: Comparison of pre-processing step carried out in the  

experiment 
Pre-processing  Accuracy (%)  

    

None  41.36  
    

Rotation correction 43.65  

Image cropping 
  

 56.78  
Down-sampling 48.64  

Intensity normalization 
 

   

 

65.43 
 

Down-sampling and intensity   
86.67 

 

normalization  
   

     

4. CONCLUSION  
The proposed CNN model for facial expression recognition 
system achieved accuracy of 91.76% in the CK+ database. 
The combination of the CNN and the pre-processing steps 
has been increased the performance accuracy of the system 
where it shows higher accuracy to classify the database into 
seven facial expressions.  
This combination provides simpler solution where it takes 
less times to train and classify if the system is use in real 
time application. However, in order to increase the 
performance accuracy, the CNN need a large amount of data 
to be able to learn the set of features which provides the best 
models of desired classification in future. 
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