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ABSTRACT  
 
This paper re-evaluates the accurateness of the students’ 
responses in the actual evaluation conducted in assessing the 
implementation of senior high school Technology Vocational 
Livelihood (TVL) track as basis to curricular intervention 
program done in some Senior High Schools in the Division of 
Surigao del Norte, Philippines. In this study, the use of data 
mining technique particularly the prediction was observed to 
test the accurateness of the responses as perceived by the 769 
senior high school students. The use of the C4.5 algorithm 
depicted a 71% accuracy when applied in the evaluation 
dataset when performed using the 10-folds cross-validation 
scheme in WEKA software. The average accuracy 
percentage denotes that the findings, technologal philosophy 
formulated, and the proposed curricular instruction program 
from actual study is worthy of implementation. It is hoped 
that the study will contribute to the two major kinds of 
literature; data mining and in higher education mining. 
 
Key words: Data mining, educational data mining, multiple 
intelligences, naïve bayes, reading comprehension, 
 
1. INTRODUCTION 
 

The major purpose of education is to help individual 
learners develop into a responsible and contributing members 
of the changing society. Since every learner is considered 
unique and important, his/her ultimate worth as a person has 
to be recognized. Education has a dual function as it 
influences the learners’ lifestyle and also provides the 
foundation for a satisfying career [1].  

To prepare learners for jobs and responsibilities not yet 
identified, the educational system faces the challenges of 
providing them with lifelong occupational and career 
developmental opportunities. They must be equipped with 
skills to thrive in an environment of complex experiences and 
rapid changes that necessitate school and curricular 
interventions. 

The present unpredictable fate of the new educational 
program in the Philippines from global to ASEAN 
integration goes parallel with the challenges posited among 
the basic educational system. School heads, teachers and 
students are facing the changes of the curriculum. Among 
these are the qualification requirements of teachers, number 
of years for basic education, and the teaching-learning 
processes. 

The Philippines has embarked on challenging educational 
reforms of improving the curriculum by adding two more 

 
 

years of learning. The Enhanced Basic Education Act 
institutionalized the implementation of the K to 12 program 
that aims to develop holistic graduates, equipped with 21st 
century skills. These graduates are projected to be prepared 
for higher education, middle level skills development, ready 
for employment and entrepreneurship. This is mostly being 
carried out by one salient feature, the senior high school 
program. 

The main thrust of the Senior High School (SHS) is to 
produce productive and responsible citizens equipped with 
essential competencies, skills and values which will make 
them both a lifelong learners and employment-ready. Given 
this additional years of SHS and the new feature of the basic 
education program, it is necessary to report on the levels of 
assessment opportunities in order to ensure quality 
implementation, hence, the study of  [1] was conducted. 

However, conventional researchers still uses the old 
predefined queries and charts in conducting research. Some 
researcher-made questionnaires are deployed and the 
responses on these evaluations are tallied and are kept in 
databases. Interpretations are made through statistics and 
basic mathematical methods. The use of traditional 
qualitative and quantitative research methods does not give a 
well-established knowledge extraction from databases. Since 
the methods are outdated, the use of the latter limits the 
researchers in achieving their quality objectives. With the 
advent of technology, a new paradigm called data mining 
(DM) has emerged [2].  

Therefore, this study used data mining technique 
particularly the C4.5 algorithm to evaluate and predict how 
accurate the responses of the student and teacher-respondents 
were in the study of [1] in assessing the implementation of 
TVL track in SHS in the Division of Surigao del Norte, 
Philippines . By determining the accuracy of the responses, 
the researcher would know if the baseline data and the 
findings are accurate and worthy of implementation.  The 
result of this study will serve as a basis to a curricular 
intervention program and will be added to the literature of 
educational data mining and the application of the C4.5 
algorithm in the education context. 

 
2. LITERATURE REVIEW 

 
Data mining, also called Knowledge Discovery from 

Databases (KDD) extracts implicit information or knowledge 
from databases using data mining and machine learning 
algorithms. Some of the well-known functions in data mining 
used diverse approaches of DM analysis, such as Bayes 
classifiers, clustering methods, neural networks, optimization 
algorithms, support vector machines, regressions, prediction 
and many more [3], [4]. These approaches encourage data 
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analysis in its full potential with the help of the right 
algorithms. Among the many data mining approaches, the 
prediction is considered as the prime method that is 
commonly used in educational data mining, business, health, 
and even in almost all sectors of the society [5]. 

Premised in the application of data mining in all areas in 
research, this trend is undoubtedly inevitable. DM is a 
medium of discovering novel and potentially valuable 
information from large amounts of data [6]. The data mining 
when applied to educational context is called Educational 
Data Mining (EDM). The field of EDM is new and 
developing in the area of the education sector [7]. This 
emerging field concerns with developing methods that 
discover knowledge from data from educational 
environments. Data mining algorithms such as C4.5, K- 
Nearest Neighbor, Naïve Bayes, neural networks, K-means 
clustering, and many others, are instrumental in extracting 
data from the datasets [8] used for classification, clustering, 
and prediction, among others. 

Moreso, the use of data mining techniques has attracted 
more and more attention in this big data era [9]. Prediction, as 
one of the data mining techniques, can be made utilizing 
autoregressive integrated moving average (ARIMA) 
algorithm that used historical data in predicting cases extent 
in education, society, climate, health, and others. The 
ARIMA model was also used in forecasting dengue 
hemorrhagic fever cases in Southern Thailand [10]. Further, 
the use of the ARIMA algorithm in the prediction of travel 
time to the urban roadway was also discovered [11]. The 
Philippines’ electric consumption [12] and inflation 
prediction [13] were also realized by the use of the ARIMA 
algorithm. Furthermore, the same algorithm has been used in 
forecasting incidence of hemorrhagic fever with renal 
syndrome in China [14]. 

Recent studies utilized and developed different models for 
prediction using Artificial Neural Networks [15], [16], Naïve 
Decision Tress [17]–[19], Bayes Classification [20]–[23], 
C4.5 algorithm [4], Random Forest [24]–[26], Support 
Vector Machine (SVM) [27]–[30], Apriori [31], [32], Linear 
Regression [33], [34], Logistic Regression Algorithm [35], 
[36], and Nearest Neighbors[37], [38]. 

A study of [4] predicted the accuracy of the instructional 
performance employed by the faculty in SUC’s in the Caraga 
Region, Philippines. Two data mining techniques were 
utilized namely the prediction and clustering revealing an 

87% prediction accuracy using the K-means integrated to 
C4.5 prediction model. Also, a study of [39] used K-Means 
segmentation technique and C4.5 algorithm to build a 
prediction model for customer loyalty in multimedia service 
provider. The integration of K-Means and C4.5 algorithm 
have yielded an increase of 79.33% accuracy prediction from 
the identified 69.23% accuracy with C4.5 algorithm alone.  

Extent of crime analysis, the data mining techniques has 
been implemented to analyze crimes such as theft, homicide, 
and various drug offenses along with suspicious activities, 
noise complaints, and burglar alarm by using qualitative and 
quantitative approaches [40]. The rates of each crime and the 
cities with high crime rates have been identified using 
K-means clustering data mining approach applied in crime 
datasets from the New South Wales region of Australia. 
Further, an attempt to predict the index and non-index crimes 
in Surigao del Norte, Philippines was done using the 
K-Means clustering algorithm and ARIMA algorithm. 
Predicting crime occurrence for the years 2018-2022 was 
achieved based on the historical crime data from years 
2013-2017 [41]. Another study examined the specific trends 
and patterns of terrorist attacks in India. The K-means 
clustering algorithm was used to determine the year wherein 
the terrorist groups were most active and also which terrorist 
group has affected the most [42]. 

 
3. METHODOLOGY 
 
3.1 Datasets 
 

The respondents of this study were the students of Grade 
12 in the Division of Surigao del Norte.  Specifically the 
schools that are involved are the following: Alegria National 
High School, Bacuag National Agro Industrial School, 
Claver National High School, Gigaquit National High School, 
Placer National High School, Mainit National High School,   
Malimono National High School, Surigao Norte National 
High School, Tagana-an National High School, San 
Francisco National High School, Toledo National High 
School and Tubod National High School consisting of 769 
instances and 30 variables that are grouped according to 
facilities and equipment, industry preparedness, workplace 
environment, instruction, and imposition, excerpt from [1].  

 

 
Table 1: Variables used in the study 

Category Content Variable Possible Value 

Facilities and 
Equipment 

Classrooms are provided with alternative technology facilities like TV,video 
player,etc to help abreast with modernity. F1 1,2,3,4 

Math, Science and English laboratory are equipped with necessary 
teaching-learning aids,services, tools and gadgets F2 1,2,3,4 

School library is equipped with updated collection of books, textbooks, 
periodical newspapers, magazines, etc. F3 1,2,3,4 

Health-promoting facilities are provided like canteen, comfort rooms, 
drinking fountains, safe playground, garbage bins, etc. F4 1,2,3,4 

Student services facilities are found like medical clinic, counseling room, 
gymnasium, visitors waiting area, etc. F5 1,2,3,4 

Classroom physical structures like tables, desks, chairs, cabinets, bulletin 
board displays are conspicuously provided. F6 1,2,3,4 

Industry 
Preparedness 

 
The school… 

Provides the students functional knowledge  and skills to earn a living. IP1 1,2,3,4 
Prepares them of their physical, psychological well-being, and welfare. IP2 1,2,3,4 
Helps the students in the completion of necessary certification requirements IP3 1,2,3,4 
Awares the students of the impacts and implications of their basic learning to IP4 1,2,3,4 
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survival in the world of work 
Strengthens existing linkages to industries and forging new alliances 
maximizing social participation  IP5 1,2,3,4 

Reinforces skills training of students to ensure relevant industry-demand 
based courses IP6 1,2,3,4 

Workplace 
Environment 

The physical structure of the specific work area like classroom or shoproom 
in conducive to doing work. W1 1,2,3,4 

Properly ventilated rooms where cleanliness is maintained. W2 1,2,3,4 
Availability of facilities, equipment, modern technology devices, tools, 
gadgets  prepared and ready for use. W3 1,2,3,4 

Locked cabinets are in place for storage and safe-keeping of industry or home 
tools, devices, utensils, etc. W4 1,2,3,4 

Work area is monitored, supervised by a designated official to check 
inefficiency. W5 1,2,3,4 

Harmonious relationship among students, teachers, and administrators are 
observed. W6 1,2,3,4 

Instruction 
 

The school… 

Complies with program offerings of subject and courses study aligned to the 
New Enhanced basic Education Curriculum IN1 1,2,3,4 

Provides teachers the needed instructional technologies, materials and aids to 
secure quality learning students IN2 1,2,3,4 

Equips students with knowledge, skills to meet the demands of higher ladder 
and labor market IN3 1,2,3,4 

Enhances competencies of teachers by monitoring the carry-over of skills 
learned from in-service trainings through follow-up techniques IN4 1,2,3,4 

Applies variety of teaching methods, approaches, techniques and strategies 
aligned with students’ diversified needs and interests. IN5 1,2,3,4 

Monitors performance and progress students and teachers through periodic 
conduct of assessment and evaluation. IN6 1,2,3,4 

Imposition 

Observes strictly the implementation of the K-12 new curriculum program as 
mandated by Basic Education Act of 2013. IM1 1,2,3,4 

Adopts the outcomes-based education (OBE) course syllabi following the 
content, performance and competency standards. IM2 1,2,3,4 

Aligns lesson objectives with assessment  procedures and standards. IM3 1,2,3,4 
Conducts or sends teachers to attend seminars, training and workshops for 
retooling and updating standards of quality teaching and learning. IM4 1,2,3,4 

Obliges teachers strong commitment of this missionary role to develop 
greater competence in teaching one’s subject area. IM5 1,2,3,4 

Encourages active participation of teachers in research studies and 
professional  development. IM6 1,2,3,4 

3.2 C4.5 Algorithm 
 

Excerpt form the study of [3], the C4.5 algorithm is 
referred to as a descendant to ID3 model which was created 
by J. Ross Quinlan and is also grounded on Hunt’s algorithm. 
The C4.5 algorithm is considered to be one of the most 
famous decision tree algorithm in machine learning. This 
claim was asserted to be true up to date by [44]. C4.5 uses 
both categorical and continuous attributes in building a 
decision tree (DT). Splitting the attribute values into two 
according to the identified threshold where all values greater 
than the threshold is considered as one child hence, the other 
shows how robust C4.5 in handling continuous attributes. 
This algorithm is also known to handle missing attribute 
values. In building the DT, C4.5 uses Gain Ratio as attribute 
selection measure by removing the biases of information gain 
if many outcome values of an attribute are identified. 

To perform, compute the gain ratio of each attribute first. 
Attributes whose gain ratio is at maximum will be identified 
as the root node of the tree. The algorithm uses a pessimistic 
pruning approach in removing unnecessary branches in the 
decision tree to increase the classification accuracy.  

 
3.3 Prediction Evaluation Tools 
 

To evaluate, the accuracy, precision, recall, and 
F-measure, mean absolute error (MAE), and root mean 

squared error (RMSE), are used which conformed to the 
formula from the study of [34] as to wit: 
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The true positive, true negative, false positive and false 
negative, are represented by TP, TN, FP, and FN, 
respectively. The lower the statistical error value is, the better 
the forecasting ability of the model. 
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4. RESULT AND DISCUSSION 
 

To predict the accurateness of the responses of the 
students, the dataset was loaded to the Waikato Environment 
for Knowledge Analysis (WEKA) software using the 
10-folds cross-validation scheme. The simulation result 
revealed a 71% prediction accuracy denoting that the 
responses are in acceptable level of accuracy and the model 
predicted a 71% correctly classified instances. The prediction 
model obtained a prediction accuracy of 71% making the 
responses of the students in the study of [1] reliable and 
worthy of implementation as shown in Tables 2-3. The 
precision of the dataset has an overall score of 70%. This 
denotes that 70% of the dataset are correctly classified by the 
algorithm when used in WEKA. 

Further, the recall metric denotes that 71% of the instances 
in the dataset were retrieved by the system correctly and 
revealed a good performance. The f-measure showed an 
70.6% balance performance for both precision and recall of 
the model. Lastly, the RMSE and MAE showed a zero-based 
value of 0.515 and 0.3327, respectively revealing how 
concentrated the prediction is. The low values for RMSE and 
MAE depicts a good forecast. 

 
Table 2: Prediction model accuracy evaluation 

Model Accuracy % Precision Recall F-Measure 

C4.5 71.0145% 0.704 0.710 0.706 
 

Table 3: Forecast error evaluation 
RMSE MAE 
0.515 0.3327 

 
5.  CONCLUSION 
 

Predicting the accurateness of the students’ responses in 
the study conducted by [1] is essential. It is important to 
cross-validate and re-evaluate the responses of the students to 
know if the knowledge generated based on the findings from 
the actual research conducted, as well as the proposed 
intervention plan, is a must to implement.  

Since it is not enough that research is conducted using 
predefined methods, the use of the data mining technique 
particularly the C4.5 algorithm for prediction, was 
undertaken. The simulation result showed the effectiveness 
of data mining technique particularly the use of C4.5 
algorithm in knowledge extraction and validation. The use of 
the algorithm in predicting the accurateness of the responses 
helped the researcher in validating the acceptability level of 
the knowledge acquired when the predefined methods were 
used prior to its implementation. It is recommended that the 
output of this study be used in data proliferation and 
influence administrator’s decision. 
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