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 

ABSTRACT 

 

Sentiment Analysis has gained authority as one of the primary 

means of analyzing feedbacks and opinion by individuals, 

organizations and governments. The result of sentiment 

analysis informs an organization on areas to improve and how 

best to manage customers. While sentiment analysis may be 

misleading as no algorithm has been considered 100% 

efficient, the choice of algorithms can optimize the result 

based on the dataset in question. This paper aims at studying 

various algorithms and implementing a weighted horizontal 

ensemble algorithm as a panacea to low confidence level in the 

results of sentiment analysis. We designed a system that 

implements the original Naive Bayes algorithm, Multinomial 

Naïve Bayes algorithm, Bernoulli Native Bayes algorithm, 

Logistic Regression algorithm, Linear Support Vector 

Classifier algorithm and the Stochastic Gradient Descent 

algorithm. Our dataset was sourced from the Stanford 

University. It contains fifty thousand (50,000) movie reviews. 

Dataset from the Nigerian movie review was used to test the 

models. The reviews were encoded as a sequence of word 

indices. An accuracy of over 91% was achieved. The 

Ensemble technique delivered an F1-measure of 90%. 

Ensemble technique provides a more reliable confidence level 

on sentiment analysis. The researchers also discovered that 

change in writing style can affect the performance of sentiment 

analysis. 

 

Key words: Ensemble Algorithm, Machine Learning, 

Opinion Mining, Sentiment Analysis 

 

1. INTRODUCTION 

Sentiment analysis is of importance and finds active usage in 

so many fields such as consumer information application, 

marketing, websites, books, and social media. Sentiment 

analysis is essential in decision-making for these organizations 

[1]. Firms that produce for the common person are continually 

tweaking their products based on reviews from previous 

 
 

products feedbacks. The same is true for the creative arts 

industry; what kind of movie will trend, what genre of music? 

In politics, governments use sentiment analysis to gauge the 

state of a nation and predict election outcomes [2]. Increase in 

social media penetration creates a potential for private and 

public organizations to make more accurate predictions based 

on collected data. Businesses thrive when a good feedback 

mechanism is in place, this is true given that the probability 

that an online customer relies on review for a purchase is 0.9; 

this is because people prefer to take advice from others to 

invest sensibly [3].  

Sentiment analysis is regarded as Opinion mining [4]. In 

opinion mining, opinion can be represented with a quadruple 

(s,g,h,t) such that s=> sentiment orientation; g=> sentiment 

target; h=>opinion holder; t=>time. Sentiment refers to the 

underlying feeling, emotion and evaluation given to an opinion. 

The orientation of a sentiment can be positive, neutral or 

negative. In the study of sentiment analysis, opinion mining is 

considered an interchangeable synonym [5]. 

 Sentiment analysis is the computational study of emotions and 

opinions of people as embedded in text. The growth of social 

media has made available large volume of data for sentiment 

analysis. Researchers have studied sentiment analysis at three 

main levels of granularities: document, sentence, and aspect 

levels. Detecting sentiments in figurative expressions is a 

challenge [6]. There are mainly three approaches towards 

sentiment analysis; machine learning based methods, 

lexicon-based methods and linguistic analysis [7].  

Researchers and those implementing sentiment analysis are 

faced with challenges of choice of algorithm, optimization of 

chosen algorithm and the possibility of a better algorithm for a 

given dataset. We encapsulate these in the problem statements 

below: 

1. Few data on the comparative performance of different 

algorithms 

2. Variation of results on the same dataset using different 

algorithms. 

3. Low performance of existing algorithms  
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The aim of this paper is to ascertain the impact of a 

multi-algorithm approach on sentiment analysis. We therefore 

incline to study the performance of individual algorithms in 

sentiment analysis and analyze the performance of the 

algorithm on various datasets. 

Current technologies rely on amassing as much information as 

possible given that capable analytical machines now exist. The 

drive for data has led to unauthorized/stealth access to 

information using innocuous applications. These data can be 

used to alter the natural flow of events such as political 

landscape as seen in [2], purchasing preferences [8], 

relationship and traveling plans [8], terrorism and stock 

markets ([9], [10]).  

A challenge for most organizations is how to process the large 

volume of information in the internet space. Organizations 

edge on the capabilities of sentiment analysis to sieve valuable 

information from the chunk of data as a means to have better 

understanding of consumers’ opinion and as such, take 

efficacious actions. Numerous organizations use sentiment 

analysis in modern day business space to perform 

department-specific actions ranging from marketing to 

customer service. Beyond the analysis of product reviews, 

sentiment analysis is widely used in stock market prediction, 

disaster management and more. Microblogs, blogs in general 

and other social media platforms such as WhatsApp, have 

been used to predict elections. Researchers have successfully 

been able to predict hate speech in sentiments analysis from 

tweets [11]. Mined data, generate information which is used by 

organizations to locate new opportunities and enhance 

marketing. A good example is the United States’ use of 

sentiment analysis to gauge citizens’ perception of public 

policy [12]. 

1.1. Types of Sentiment Analysis 

There are different types of sentiment analysis. Two major 

types are subjectivity or objectivity identification and feature 

or aspect-based sentiment analysis. Each one uses different 

strategies and techniques to pick out the sentiments embodied 

in a given text [13]. Subjectivity-Objectivity Identification 

is the classification of a sentence of fragments of a piece of text 

as either subjective or objective. A major challenge with this 

type of classification analysis is the variation in meaning of a 

word or phrase due to contextual usage. Feature-Aspect 

Identification on the other hand, permits the determination of 

varying sentiments or opinion (features) with respect to the 

different aspects of an entity. Differing from 

subjectivity-objectivity identification, the feature-aspect based 

identification gives room for a more nuanced analysis of 

opinions and feelings [13] [14]. 

 Levels of Sentiment Analysis 

Sentiment analysis may be performed at three distinct levels, 

these are document level sentiment analysis, Sentence level 

sentiment analysis and Aspect level sentiment analysis 

[15][16][17][18].  

Document level sentiment analysis extracts the sentiment 

from an entire document and determines its polarity as positive, 

negative or neutral. In some works, a new line is used as the 

delimiter for a document level analysis. 

Sentence/Phrase level sentiment analysis uses a period 

punctuation as the delimiter to extract the sentiment in a given 

data. That is, each sentence has its own defined polarity. 

Aspect/Aspect-level sentiment analysis classifies data based 

on features. This is applicable when the focus is on the subset 

of the given data. Consider the text “The food is good but the 

service is bad”. If we are studying the quality of food, at 

sentence level we may give the wrong sentiment. 

 1.2. Sentiment Classification Techniques 

Sentiment Analysis is achievable using Statistics, Natural 

Language Processing (NLP) and Machine Learning 

techniques [19][20]. Sentiment classification can be achieved 

using either Machine learning approach, lexicon-based 

approach or a hybrid [21][22][23][24]. In the machine 

learning approach, machine learning algorithms and 

linguistics features are used to achieve sentiment analysis 

classification. The lexicon-based approach uses the sentiment 

lexicon, which is a collection of precompiled sentiment terms. 

The lexicon-based approach is further divided into 

dictionary-based approach and corpus-based approach. The 

corpus-based approach uses statistical or semantic technique 

to spot the polarity of sentiment. The hybrid of Machine 

learning and lexicon-based approach is very common. In the 

hybrid approach, sentiment lexicons play important roles in 

many of the methods employed. Machine learning approach to 

test classification can be supervised or unsupervised [23]. The 

supervised methods make use of labeled training dataset. The 

unsupervised method is used when training dataset is 

unavailable. 

The lexicon-based approach relies on identifying the opinion 

lexicon that was used to analyze the text. Two methods 

available for this approach are dictionary-based approach and 

corpus-based approach. The dictionary-based approach finds 

the opinion seed words, then searches a dictionary of 

synonyms and antonyms. On the other hand, the corpus-based 

approach is initiated with a seed list of opinion words, then 

other opinion words in a large corpus are found to help in 

spotting opinion words with specific context orientations; this 

is possible using statistical or semantic methods [25].  

In this paper, we used a hybrid approach, that is, machine 

learning and lexicon-based approach to sentiment analysis. 

Both sentence and document-level sentiment analyses were 

performed. 

Research Gap 

Having studied some of the available literature we observed 

that efforts are continually being made to optimize sentiment 

analysis performances. Authors in [22] assert that the use of 
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hybrid approach (Machine learning and lexicon-based 

approach) is more likely to produce better results in sentiment 

analysis. Ensemble technique has been applied using various 

algorithms, however, given the literatures assessed, none of 

them has been implemented using up to five algorithms with a 

weighted majority voting scheme. 

The rest of the paper is organized thus: Section 2 explains how 

the algorithms were built with different movie review datasets, 

while section 3 presents the results of the different algorithms 

from the training and testing datasets, section 4 discusses the 

results of the experiments when compared with other existing 

NLP applications like Stanza and other algorithms, and section 

5 presents the conclusion and recommendation for further 

works. 

2. METHOD 

In this section we present various algorithms by implementing a 

weighted horizontal ensemble algorithm. We designed a system that 

implements the original Naive Bayes algorithm, Multinomial Naïve 

Bayes algorithm, Bernoulli Native Bayes algorithm, Logistic 

Regression algorithm, Linear Support Vector Classifier algorithm 

and the Stochastic Gradient Descent algorithm. Our dataset was 

sourced from the Stanford University. It contains fifty thousand 

(50,000) movie reviews. Dataset from the Nigerian movie review 

was used to test the models. The reviews were encoded as a sequence 

of word indices. 

2.1. Design of the Experiment 

The system is designed using a simple weighing average to 

calculate the majority voting. In order to avoid error in 

computation, none of the established algorithms is tweaked. 

Six algorithms are trained using the training dataset. The 

accuracy of each of the algorithm is used as a weighing factor 

in the ensemble voting.  

 

2.2 Algorithm of the Proposed System 

1. Receive text 

2. For each algorithm 

    2.1 Classify text 

3. Perform accuracy-weighed-majority voting 

4. Return Classification and Confidence level 

 

Implementation Processes 

1. Data Acquisition: The data used in this paper is gotten 

from Stanford University website, 2011. The choice of data is 

arising from availability of literature to compare results. Also, 

the language used in Movie Review is not fast evolving as 

diction is fairly constant. There is no legal requirement for the 

data beyond a reference to the source of data. The source of 

data is anonymised. The data is converted to CSV and cleaned 

using Spacy and regular expression from Python.  We 

removed emails, html tags, set text to lower case, removed 

special characters, and removed urls, among others. 

2. Term Frequency- Inverse Document Frequency 

(TFIDF): we utilized the SCIKIT TFIDF to extract features 

then vectorized our feature set. We set a maximum feature of 

top 4000 features with a minimum frequency of 100 and a 

maximum occurrence in 60% of the entire training set. This 

helps us to eliminate words that have too high frequency but 

less sentiment. 

3. Data Split: The dataset is split using the SCIKIT 

test_train_split() function at test size of 20% of the dataset. 

4. Training: The Model is then trained using Scikit version of 

the algorithms used in this work. In the case of Linear Support 

Vector, the model uses Calibrated Classifier in order to utilize 

the predict_proba() function. 

 

2.3 Sentiment Analysis 

Sentiment analysis applications are designed using machine 

learning algorithms and statistical approaches. Researchers 

and programmers use one out of the numerous algorithms to 

implement sentiment analysis solutions. Prior to the use of 

computers, humans have always used word of mouth, opinion 

boxes and questionnaires to get feedback. These feedbacks are 

analyzed by manually reading each one of them and assigning 

sentiment based on the perception of the reader. The use of 

computerized approach is subjective and high accuracy is still 

being sought in the research world. 

The Challenge for a new system stems from overt dependence 

on the output of a single algorithm. It is important that a 

classified text should have to be indeed certified by majority 

classifiers. Given that there are multitudes of algorithms, it is 

important that the output of an algorithm be confirmed by one 

or more algorithms before a conclusive output is given.  

2.4 Analysis of the Proposed Ensemble 

The proposed system implements a hybrid ensemble as 

proposed by [26]. It aims to compare and synergize the output 

of multiple algorithms in the classification of a given text by 

utilizing the Gaussian Naïve Bayes Algorithm, the 

Multinomial Naïve Bayes, the Bernoulli-Naïve Bayes, 

Logistic regression, Support Vector Machine and Stochastic 

Gradient Descent algorithms. Majority voting was done to 

determine the consensual sentiment of the given text. The 

accuracy of each algorithm is used as a weighing factor in the 

ratio of Majority Voting. Our dataset was sourced from 

Stanford University [27]. It contains fifty thousand (50,000) 

movie reviews. The reviews were encoded as a sequence of 

word indices. This dataset was created in 2011 by researchers 

at Stanford University 

2.5 Implementation 

The algorithms listed in section 2.2 were implemented in this 

paper using Python 3.8. The algorithms were trained using the 

movie review dataset [27]. This dataset has been widely used 

across various research works and therefore, it is easy to 

compare our results with that of others. 
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Implementation Architecture 

Results from each of the six algorithms were fed to the 

ensemble. The ensemble calculates the polarity using defined 

parameters: 

Given algorithms A1 to A6, with corresponding accuracy C1 to 

C6, it follows that 

Ensemble =                                (1) 

Ensemble =                                          (2) 

The ensemble equations are shown in eq 2.1 and 2.2 in which 

the average of the summation of the ensemble algorithms’ 

accuracies is computed. 

Field Use Test:  

We tested the algorithm using the partitioned (20%) of the 

dataset from the IMDB database from Stanford. We also 

downloaded the latest movie reviews of Squid Game (released 

September, 2021) and Return of the King of Boys (released 

August, 2021) from the Nigerian movie review database. 

3. RESULTS 

The following section shows the results of the ensemble 

algorithms. 

3.1 Multinomial Naïve Bayes 

The Multinomial Naïve Bayes report shows an improvement 

over Gaussian with an accuracy of 0.85. During test, the 

algorithm correctly polarized a test document where other 

algorithms failed.  We performed secondary test on the 

algorithm using movie reviews from Return of King of Boys 

which returned an accuracy of 0.31 and Squid Game with an 

accuracy of 0.81. 

3.2 Logistic Regression 

Logistic regression is another algorithm that showed 

improvement with increase in dataset. When exposed to more 

dataset, accuracy increased from 88% to 91%, an appreciable 

increase of 3%. At 91%, we consider Logistic regression to be 

one of our top three algorithms which is used for stricter 

sentiment Analysis. When tested with live-data, we got the 

following result: 0.83 and 0.88 for Return of the King of Boys 

and Squid Game, respectively. 

3.3 Stochastic Gradient Descent 

The stochastic gradient descent offers a more promising result 

with accuracy at 90%, recall at 90% and F1 score at 90%.  We 

however subjected it to some live-data, and the result is as 

follows: 0.82 and 0.91 for Return of the King of Boys and 

Squid Game, respectively.  

 

 

3.4 Support Vector Machine 

The Support Vector Machine showed the highest 

improvement with increase in dataset. From 87%, the accuracy 

increased to 91.2% when exposed to more dataset. It is the 

most promising of all the algorithms used in this research. 

When subjected to live data, we achieved the following results: 

0.85 and 0.88 for Return of the King of Boys and Squid Game, 

respectively. 

3.5 Bernoulli Naïve Bayes (BNB)  

The Bernoulli report is the most promising of the naïve bayes. 

It reached an accuracy of 86%, F1 score of 87%, Precision at 

87% and recall at 86%. When tested with live-data, we got the 

following report 0.88 and 0.82 for Return of the King of Boys 

and Squid Game, respectively.  

3.6 Summary of Testing Results 

Table 1 shows the summary of how the six algorithms 

performed on the test sets. 

Table 1: Summary of testing results 

SN Algorithm Precision Recall F1- 

Measure 

Accuracy 

1 Linear 

Support 

Vector  

0.91 0.91 0.91 0.91 

2 Stochastic 

Gradient 

Descent 

0.90 0.90 0.90 0.90 

3 Logistic 

Regression 

0.91 0.91 0.91 0.91 

4 Bernoulli 

Naïve 

Bayes 

0.87 0.86 0.87 0.86 

5 Multinomia

l Naïve 

Bayes 

0.86 0.85 0.84 0.85 

6 Gaussian 

Naïve 

Bayes 

0.84 0.83 0.83 0.83 

 

Table 1 shows the performance of all the algorithms. The 

Gaussian Naïve Bayes with an accuracy of 83% did not show 

appreciable improvement even when the dataset was increased. 

The TF-IDF vectorizer had the following configuration.  

Figure 1 shows a bar chart plot of the performances of all the 

algorithms on test data. It shows that the logistic regression, 

linear support vector and the stochastic gradient descent had 

the best results in that order. 
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Figure 1: A plot of the performances of all the algorithms on 

test data 

4. DISCUSSION 

We have discovered that using ensemble technique increases 

the accuracy of the classifiers. The ensemble classifier showed 

an F1 measure of 90% as against 91% being the highest 

achieved by a single algorithm. The models have been tested 

with live data from current movie reviews. Stanza, an NLP 

library released by researchers from Stanford University was 

used to compare with the system among others. The results are 

as shown in section 2. 

4.1 Comparing Results with Stanza NLP 

On Squid Game movie review, we downloaded 70 positive 

reviews and 70 negative reviews. We used 5-star and 4-star 

rating for positive reviews, and 1,2-star rating for negative 

reviews. On Return of the King of Boys, we were able to 

access 90 reviews from Nigerian audience. A combined 

confusion matrix is show in table 2a. 

Table 2a: Combined Confusion Matrix 

 Negative Positive 

Negative 66 10 

Positive 21 133 

Calculating from table 2a, we get Recall of 0.8636, Precision, 

0.9432 and F1 Score of 0.9016. 

Comparing our result with the performance of Stanza 

sentiment analysis module built with Convoluted Neural 

Network from Stanford University, we have the following 

result shown in table 2b 

Table 2b: Combined Confusion Matrix 

 Negative Positive 

Negative 73 3 

Positive 41 113 

 

Calculating from table 2b we get Recall of 0.7334, Precision, 

0.9741 and F1 Score of 0.837 

4.2 Summary of Algorithm Performances 

1 Linear Support Vector Classifier (SVM) appreciates 

better with increase in size of dataset when compared to other 

algorithms. It achieved an accuracy rating of 91.2% from 87% 

when exposure to increased dataset. When exposed to live data, 

the accuracy fluctuated between 86% and 88%. 

Logistic Regression (LOG) came second in accuracy with 

90.96%; however, when subjected to live-data, the accuracy of 

logistic regression fluctuated between 83% and 88% in 

accuracy. 

Stochastic Gradient Descent (SGD) with accuracy of 

90.38% gives an impressive performance with 82% as lowest 

accuracy and 90% as highest accuracy when exposed to live 

data. 

Bernoulli Naïve Bayes (BNB) Model was developed with an 

accuracy of 86.4% when exposed to live data, the performance 

fluctuated between 82% for Stanford data and 89% for 

Nigerian data. Bernoulli is the only top four algorithm to give 

King of Boys review a higher accuracy than Squid Game. 

Multinomial Naïve Bayes (MNB) was implemented at 85% 

accuracy. When exposed to live data, the accuracy fluctuated 

between 38% for King of Boys and 81% for Squid Game.  

Gaussian Naïve Bayes (GNB) performed least in training at 

82% accuracy when implemented. When exposed to live data, 

the accuracy fluctuated between 75% and 80%. 

Given the nature of the live dataset, in particular the review on 

King of Boys, it is pertinent to infer that MNB does not 

perform well on sentiment analysis at sentence level, whereas 

BNB performs best at both sentence and document level 

classification. 

2. We successfully developed an ensemble classifier at two 

levels, one that considers all the six algorithms and another 

that considers only the top three algorithms. The ensemble 

uses the accuracy of each algorithm as its weight in 

computation as thus: 

Given Algorithms A1 to A6, with corresponding 

accuracy C1 to C6, it follows that 

 

Ensemble =                            (3) 

Ensemble =                                        (4) 

 

3. We subjected the ensemble to test with three datasets and it 

showed appreciable performance, reaching an F measure of 

90%. 

4.3 Comparing with Previous Works 

Table 3 shows the results of other research works reviewed. 

 

 

 



George E. Okereke et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 13(2), March - April 2024, 72 - 79 

77 

 

 

Table 3: Comparative analysis of reviewed works 

Using the F1 measure, accuracy, recall and precision, we can 

see that our ensemble outperformed most of the previously 

implemented algorithms. 

5. CONCLUSION 

This paper investigated how much works had been done in the 

area of sentiment analysis with particular focus on the machine 

learning methods used. After reviewing some available 

literature we observed that though, efforts are continually 

being made to optimize sentiment analysis, it appears that the 

use of hybrid approach, that is, machine learning and 

lexicon-based approach is more likely to produce better results 

in sentiment analysis. Though ensemble technique had been 

applied using various algorithms, our investigation showed 

that none of them has been implemented using up to five 

algorithms with a weighted majority voting scheme. This 

motivated our investigation in which we made use of six 

algorithms on movie review datasets, both from the Stanford 

IMDB and the Nigerian movie review datasets. 

At the end of the investigation, we observed appreciable level 

of optimization. The demo system developed to showcase the 

system can be implemented for any organization where 

sentiment analysis is required. Politicians and business 

competitors can leverage on this system to assess their 

performance on the internet scene. Wherever branding is of 

importance, this system offers a seamless and very accurate 

means of assessing branding performance. The ensemble 

technique is best when the algorithms are carefully selected. It 

is suggested that researchers should test individual algorithms 

before selecting a pool for ensemble. On the research scale, it 

is yet to be determined reasons why Nigerian reviews 

performed poorly under the algorithm. 

 

5.1 Recommendation for Further Works 

It has been established that increase in training dataset, 

increases the performance of Support Vector Machines as 

observed in this paper. We therefore recommend that further 

optimization should be carried out, and more dataset provided 

until the accuracy, precision and recall are well above 90% for 

all algorithms. We do not recommend the use of Gaussian 

Naïve Bayes for classification in future works. Bernoulli 

Naïve Bayes, Support Vector Classifier, Logistic Regression 

and Stochastic Gradient Descent should be further studied to 

increase Optimization. Researchers should use an unrelated 

source of dataset to test algorithms to ascertain true level of 

optimization achieved as the Nigerian movie review was used 

to test the Stanford movie review. 
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