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 
ABSTRACT 
 
Cloud computing is a growing demand that allows a business 
to drive their goals using good Information Technology (IT). 
The tremendous increased in computing resources usage 
introduce several challenges to IT service providers. One of 
the key issues is the high energy consumption of the data 
centres. Virtualization has been used as a technique to reduce 
hardware footprint and thus realizing power efficiency in the 
data centre. However, improper placement technique has 
caused many virtual machines being provisioned inefficiently. 
Consequently, the physical servers installed as hosts are 
utilizing high power in data centre while the provisioned 
virtual machines are underutilized. This problem defeats the 
very reason why cloud computing was first introduced. This 
study focuses on identifying a relationship between virtual 
Central Processing Unit (CPU) of cloud servers, physical 
CPU, and total power consumption of its hypervisor. We 
developed a model to estimate power requirements for virtual 
machines (VM) in a cloud data centre and introduce an 
algorithm to place the virtual machines within the virtual data 
centre automatically. The model is applied to steady-state 
cloud data centres or in systems engineering design phase. 
The model can also be extended in determining a cloud 
server’s chargeback model based on an individual could 
server proportional power consumption. 
 
Key words: Cloud Computing; Data Centre; Green 
Computing; Power consumption; Virtual Machine Placement. 
 
1. INTRODUCTION 
 
Nowadays, the business strategy of companies is embedding 
information technology strategy in their business models [1] 
 

 

and thus making IT as one of the predominant factors in 
enabling business opportunities for an organization. The 
demand for computing resources has been increased 
tremendously over the last few years due to this scenario [2]. 
The trend has directly resulting growth and increase the need 
for businesses to subscribe to IT service providers [3]. The 
increased demand has challenged IT service providers to 
establish large-scale data centres containing many different 
types of computing equipment to cater to the needs [4]. 
Computing equipment, especially servers, are known for 
emitting carbon dioxide [2] from its operation and requires a 
cooling mechanism to lower down the temperature during 
operation [5]. Therefore, when a large scale of servers in data 
centres are confined, it will consume a high amount of 
electrical energy usage for its operation [3].  The recent 
advances in IT have introduced many techniques in managing 
efficiency of servers in data centres. Some of the techniques 
include physical server consolidation, physical server 
virtualization [6], natural air cooling system, and 
software-defined computing resource management. 
Virtualization concept introduces energy efficiency however, 
there isa lacking standard in measuring virtual machine and 
host power efficiency in the data centre[7]. It introduces 
challenges to understand the deep and complex interactions 
between the performances of virtual systems with power 
management and how efficiency can be managed [8]. 

 
Many IT service providers tend to over-provision virtual 
machines in the cloud data centre, assuming that energy 
efficiency is achieved through virtualization [7]. However, 
this introduced a new problem when high energy is consumed 
by physical hosts that are not fully utilized [9]. In addition, 
virtual machines placement that ais not balanced by its energy 
usage also contributes to the problem [10]. The main 
contributor to this problem is due to the lack of standard in 
estimating virtual machine energy consumption [7].  
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A mathematical model is developed to estimate the power 
consumption of hypervisor-based on virtual servers’ 
utilization from this research. The model is then used together 
with the classification data from manufacturing standard to 
propose an algorithm that will help the IT Service Providers 
in achieving energy efficiency in the cloud or virtualization 
systems based on the virtual server’s utilization and power 
estimation model. 
 
2.METHODOLOGY 
 
The data collection in this research illustrates in Figure 1. 
Physical layers involve data from every host in the cloud data 
centre farms in this research. There are 16 hosts configured 
for each of the farms. Each of the host’s physical hardware 
specification is explained in Table 1. The power consumption 
and CPU utilization data were collected for each machine at 
20 seconds interval.It is important to take note that only server 
with Energy Star rating should be considered to ensure 
power-efficient hardware are being used, as shown in the 
table.  
 

 
 

Figure1: Conceptual Framework of the Study 
 

Table2:Specification of the physical hardware 
Manufacturer Hewlett-Packard Company 

Model ProLiant BL465c Gen8 

Energy Rating Energy Star 

Power Profile No power profile set 

Minimum Power 129 W [11] 

Maximum Power 500 W [11] 

Processor(s) 24 x AMD Opteron(TM) 
Processor 6238. Bus speed 
2400 MHz 

Memory 512 GB 

Operating 
Systems 

VMware ESXi 5.5 

The minimum and maximum power requirement was 
provided by the manufacturer whitepaper based on the power 

input of 240V. In the virtual layer, the data is taken by getting 
the CPU utilization reading in every virtual machine hosted in 
16 hosts. There is a total of 938 virtual machines involved 
during the data collection. The tools and software used for the 
collection will be further explained in the following section. 
 
Data centre efficiency is measured using power usage 
effectiveness (PUE) indicator [12]. It is measured as a ratio of 
IT load against the total facility load. The goal in data centre 
efficiency is to reduce the PUE to the lowest possible value. 
The IT load is referring to the power usage of IT equipment 
comprises of servers, network, storage devices and 
management hardware [5]. The work focuses on the server 
element to reduce total power consumption. In the data centre, 
the total server power is the summation of non-hypervisor and 
hypervisor server power. Within the organization where this 
study is conducted, 90% of the workload is hosted by 
hypervisor servers. According to study [13], [14], power 
consumption and CPU utilization have an almost linear 
correlation between two machines. Although some servers are 
applying Dynamic Voltage Frequency Scaling (DVFS), the 
study [13] reveals that the method does not impact much in 
predicting power consumption, thus linear correlation can still 
be used effectively. In this study, a linear correlation of power 
model is proposed by referring to cloud server utilization. It is 
also understood that Operating Systems of the hypervisor 
server has its kernel and management processes that utilize a 
certain amount of available CPU. All this component can then 
be written as a hypervisor power, HP described in (1) where 
HKcpuis a hypervisor kernel CPU usage. 
 
ܲܪ = ܷܲܥ	݈ܽݑݐݎ݅ݒ	ݏܯܸ	 +  (1)ݑ݌ܿܭܪ	
 
Several research questions have been developed to design 
data collection and analysis for this study. The data will be 
collected from one of a leading global IT Service Provider 
company based in the USA. Firstly, data of server utilization 
during idle and peak performance is gathered from server 
hardware manufacturer whitepaper to answer the question of 
host minimum and maximum power consumption. Secondly, 
another important question is to understand the relationship 
between host CPU utilization and its power. The third 
question is to understand the relationship between virtual 
server’s CPU usage and its hypervisor CPU. Both questions 
are addressed by collecting performance data of 16 
hypervisors and 937 virtual servers over a period of 5 days in 
every 20 seconds interval for one hour.  
 
All the hypervisors in this study are using VMware 
Operating Systems. A custom script is written to collect the 
host CPU data in the mentioned period utilizing Microsoft 
PowerCLI software. Hypervisor host power information is 
collected by running a custom script using PowerShell 
software. Power supply sensor of the server is queried 
directly using manufacturer API tool called HPiLO cmdlet. 
This utility is installed as a component in Microsoft 
PowerShell software in a central location server located 
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within the same data centre of servers involved. This is to 
prevent potential network congestion which may cause an 
error during the collection. An automated job is set so the 
data can be collected simultaneously in the mentioned 
period. After five days, the data is extracted and combined 
using Microsoft Excel. The combined data is then analyzed 
using statistical software Minitab to get the required 
correlation and regression model. 
 

3.RESULT AND DISCUSSION 
 
3.1 Relationship of Virtual Machine CPU, Host CPU and 
Host Power Utilization 
 
The relationship between host CPU utilization and power 
consumption is illustrated in Figure 2. By using Pearson 
analysis, both variables are tested, and the P-Value is 
determined as 0.01. Since the P-Value is low (less than 0.05), 
the study indicates that the correlation is statistically 
significant based on a 95% significant level. A linear 
correlation in Figure 2 implies a fitted equation as in (2). 
 
Power utilization = 194.6 + 0.0003766 x CPU usage    (2) 
 
Figure 2 yields that the host power utilization can be 
predicted from the CPU usage. The results are compared 
against a power model introduced by Beloglazov, 2013 [9]. 

 
Figure2:Analysis of Relationship between Hypervisor CPU 

and Power Utilization 
 

The collected data is fitted into the power model in the 
previous study. A comparison of the proposed power model 
and the previous power model [6] using a probability plot 
with a 99% confidence level is shown in Figure 3. The power 
model in previous study is labeled in red dotted which 
proportional with the proposed model. Figure 3 demonstrates 
a clear linear pattern for both power models, which validates 
the proposed power model in this study. In essence, the 
proposed power model can be used to describe the 
relationship between CPU usage and power utilisation for 
hypervisors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure3: Power Model Relationship 
 
In order to analyze the relationship between total virtual 
machines and host CPU usage, a linear regression analysis is 
performed. The results of the analysis are presented in Figure 
4. It can be noted from the results that there is a significant 
positive relationship between totalVM and host CPU usage. A 
third variable, host kernel processes are also explored, and a 
regression model is developed with strong R-sq variation of 
99.80%. The model is explained in (3). 
 

ℎܷܲܥ = 1067 + 0.99267	 ∗ ∑ ܷܲܥݒ + 1.0171 ∗ ௡ܷܲܥ݇
௜ୀଵ   (3) 

 
where vCPU is the total CPU usage of the virtual machines, 
and kCPU is the CPU utilization of the kernel processes in the 
host.  
 

 
Figure4: Total VM Usage and Host CPU Usage Relationship 

 
 

3.2. Identifying Over-utilized Host and Under-utilized 
Host 

 
The over-utilized host is a condition of a server when its load 
has reached more than its upper limit [15]. Typically, the 
upper limit of the hypervisor can be set by any performance 
parameter of a server. In this research, power consumption is 
taken as the parameter to determine the condition of a 
hypervisor to optimize power efficiency. The maximum 
power limit of server is determined by the hardware 
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manufacturer and can be simulated using simulation software 
or by running a workload that utilized 100% of CPU 
frequency. In this study, the upper limit is set to 90% from its 
actual peak power to give 10% allowance of a possible power 
surge that may cause performance degradation of the server.  
 
Technical whitepaper by VMware, 2013 [16] and study by 
Beloglazov, 2013 [9] mentioned that servers are considered as 
inefficiency when the resources are less than 50% utilized in 
an average within a time. In such a case, the server is called 
under-utilized server [15]. In this study, CPU is the factor that 
determined power consumption; the goal in identifying 
under-utilized host is to find the power consumption and 
increase its utilization to more than 50% from maximum 
allowable CPU utilization. From Table 1, it is known that the 
hypervisor server is having a maximum of 57200 MHz of 
CPU frequency. In order to optimize the CPU at least 50% of 
the usage, the power model Plow is obtained as in Equation (4). 

 
Plow = 194.6 + 0.003766 x (0.5 x 57200) = 302 W(4) 
 
3.3Virtual Machine Placement 
 
Two algorithms are proposed to tackle host under-utilized and 
over-utilized conditions. In Algorithm 1 shown in Table 2 
below, the threshold value discussed in the previous chapter is 
referred to as Pmax. Host power utilization is captured for a 
period of 10 minutes, and its mean value is compared against 
the power threshold value. When the mean power is found as 
higher than the threshold, the host status is set to true to 
indicate the host is over-utilized. Post that, the CPU utilization 
for each of the virtual machines hosted in the host are 
collected, and each machine is compared against the quartile 
three value of the total virtual machine’s CPU. The virtual 
machines which utilize the top 25% of CPU resources in the 
hosts are then selected to be moved to other hosts.  

 
Table1:Host Over-utilized Detection Algorithm 

 
Algorithm 1: Host over-utilized detection algorithm 

Input: utilization, threshold, n, status, vmsMap, sumVMcpu 
Output: Whether the host is over-utilized 

1: ifutilization is not empty then 
    2:     utilization last n values of utilization 

3:     meanUtilization sum(utilization)/ len(utilization) 
4:     ifmeanUtilization> threshold then 
5:         status = TRUE 
6: return status 
7. if status is TRUE then 
8.selectedVm[] None 
9.    for vm in vmsMapthen 
10.      ifvmsMap[vm].cpuUtil> quartile(sumVMcpu, 3) 

then 
11.           selectedVmvm 
12.   returnselectedVm 

 
Algorithm 1.1: VM Placement for Over-utilized Host 

Input: selectedVm[], hostsFarm[], curHost 
Output: New host for the selected virtual machines 

1.  hostsFarm[] sortbyLowestPower() 
    2.  forhost in hostsFarmdo 
    3:    if host.status is FALSE AND host is NOT 
curHostthen 

4:        ifcpu< sum(selectedVM[].cpu) then 
5.             eligibleestimatePower  

(host.cpu+sum(selectedVM.cpu),host.kernel) 
6.             ifeligible is TRUE then 
7.             for each vm in selectedVMdo 
8.                   vm.NewHost host 
9.              returnvm 
10.              break for 
11.        else 
12.           for each vm in selectedVMdo 
13.            newHostCPUhost.CPU + vm.CPU 
14.          

eligibleestimatePower(newHostCPU,host.kernel) 
    15.                ifeligible is TRUE then 

16.                    vm.NewHost true 
    17.                 ifeligible is FALSE then 
    18.                      Exit for and move to next host 

19. selectedVmvm 
20.   returnselectedVm 
 

Algorithm 1.1 is then called to perform target host selection. 
A new host is selected by checking its current power starting 
from the host with lowest power reading. Power prediction is 
performed using the power model from this research to 
determine if the new host would be able to host the VMs 
selected for migration. Once the new host is finalized, the 
VMs will be moved, and new data collection will be repeated 
in 10 minutes cycle. 
 
Algorithm 2 is developed to detect the host with an 
under-utilized condition, as shown in Table 2. The Plow value 
obtained from the estimation calculated in section 3.2 is used 
as the threshold value in the algorithm. The algorithm is run 
for every 10 minutes for each host in the farm. It will detect 
host that is having mean utilization in the 10 minutes time of 
less than the threshold value. The logic applied in this 
algorithm ensures that hosts CPU are optimized to 50% and 
more of its capacity. Whenever the algorithm detects the 
under-utilized host, it will move out all the virtual machines 
from the hosts and execute virtual machines placement to all 
other hosts that are not in under-utilized or over-utilized 
condition. The virtual machines placement will ensure the 
target host is optimized and not taking too much of load until 
it becomes an over-utilized host. This placement is done 
automatically through the HA features of VMware vSphere. 
After all virtual machines have been moved out, the host is 
then put into a sleep, so power efficiency is applied. 
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Table-2 Host Under-utilized Detection Algorithm 
 
Algorithm 2: Host under-utilized detection algorithm 
Input: utilization, threshold, n 

Output: Whether the host is under-utilized 
1: ifutilization is not empty then 

2:     utilization last n values of utilization 
3:     meanUtilization sum(utilization)/ len(utilization) 
4:     ifmeanUtilization< threshold then 
5:         returntrue 
6: return true 
 
Algorithm 2.1: Host under-utilized detection algorithm 

Input: selectedVm[], hostsFarm[], curHost 
Output: New hosts for selected virtual machines 
1.  hostsFarm[] sortbyLowestPower() 
2.  forhost in hostsFarmdo 
3:    if host.status is FALSE AND host is NOT curHostthen 
4:        ifcpu< sum(selectedVM[].cpu) then 
5.             eligibleestimatePower   
(host.cpu+sum(selectedVM.cpu),host.kernel) 
6.             ifeligible is TRUE then 
7.             for each vm in selectedVMdo 
8.                   vm.NewHost host 
9.              returnvm 
10.              break for 
11.        else 
12.           for each vm in selectedVMdo 
13.newHostCPUhost.CPU + vm.CPU 
14.          eligibleestimatePower(newHostCPU,host.kernel) 
15.                ifeligible is TRUE then 
16.                    vm.NewHost true 
17.                 ifeligible is FALSE then 
18.                      Exit for and move to next host 
19. selectedVmvm 
20.   returnselectedVm 
21. sleepHost (curHost) 
 
 
The algorithm of virtual machine scheduling can be improved 
using Hyper Heuristic approach asin [17]and can be 
implemented and evaluated using Hybrid Meta-heuristic in 
[18]. 
 
4.CONCLUSION 
 
This studywas conducted to establish the relationship of 
virtual machines CPU usage to host CPU and its power 
consumption. The regression analysis has revealed that there 
is a significant relationship between the virtual machine’s 
CPU and host CPU usage. The relevance of this relationship 
was also supported by the regression analysis of host CPU 
usage to its power. Based on the results of the multi regression 
analysis, a simplified power model of the cloud data centre 
farm was developed to predict the power consumption of a 
host. For future work, the power consumption model will be 

conceptually tested, and the relationship of host CPU usage, 
host CPU and power consumption can be accessed by using 
machine learning. 
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