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ABSTRACT  
 
The problem of network congestion management is a major 
issue and a high priority, especially given the growing size, 
demand, and speed (bandwidth) of the increasingly integrated 
services networks. Delay-based algorithms become the 
preferred approach for end-to-end congestion control as 
networks scale up in capacity. Their advantage is small at low 
speed but decisive at high speed. This paper describes new 
mechanisms for intelligent end to end internet congestion 
control (E2IC2) by means of natural logic systems based on 
delay feedback.  
 
Keyboards: Congestion Control, Internet Congestion, Adaptive 
Congestion Avoidance, Natural Logic, Fuzzy Logic   
 
1. INTRODUCTION 

 
 Internet is undoubtedly one of the most popular and 
revolutionary technology to be widely distributed in the past 
two decades. His impact and influence can be seen all over the 
world, especially in the first world, but increasingly in 
developing countries, many of whom see it as having an 
economic leveling effect. 
 
The network itself is really only provides a (usually) a 
moderately reliable signaling and routing system for the 
transfer of small blocks (packets) of data from one computer to 
another. Packets may be lost or reordered without notice. 

 
Hosts wishing to communicate on the network must work 
within these constraints. Communicating hosts must provide 
for themselves any greater level of reliability they need. This 
design is based on the “end-to-end” principal which puts the 
main, because much of the communication protocol operations 
as possible at the endpoints [1]. 
 
There are two very often, "Transport Protocols", running on 
end hosts. UDP just sends packets and does not provide 
additional reliability. If the user doesn’t get a response to a 
request, they are usually expected to request again if they so 
choose. TCP by contrast ensures that arrival of all packets at 
their destination is confirmed, retransmitting any which are 
lost; ensures that any reordering of the packets is corrected, 
keeps different communication sessions from interfering and 
attempts to send at the highest rate it can without causing 
excessive packet loss due to congestion in the network [1]. 
This last responsibility of TCP is called “congestion control” 
and was added in the late eighties in response to several 
instances of congestion collapse on the early internet. 
 
In subsequent years, TCP’s standard congestion control 
(Tahoe, Reno) has evolved in small ways, but not a major 
redesign took place. Various problems have been shown, 
particularly in its achieved throughput on large bandwidth-
delay product (BDP) networks and its propensity to cause a 
long delay on the network due to long queues available [4]. 

 
The goal of congestion control mechanism to just use the 
network as efficiently as possible, that is, to achieve maximum 
throughput while maintaining a low coefficient of loss and low 

latency. Accumulation should be avoided because it leads to 
an increase in the queue and growth leads to delay and loss, so 
the "congestion avoidance" term is sometimes used. 
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1.1 Defining Congestion 
 
Roughly speaking, everyone would agree that "congestion" is 
the state of network overload. Nevertheless, it is not sufficient 
to accurately characterize precisely and how long the network 
is congested. In queuing theory, traffic congestion is said to 
occur if the arrival rate exceeds the service rate of the system 
in time [5]. 
 
Congestion, or traffic intensity, can be measured as the ratio of 
the arrival rate to service rate. 
 
Congestion occurs when the resource requirements exceed the 
capacity. Excess packets can not be transferred over the 
connection, there are only two things that this device can do: 
packet buffer or reduce them.  Standard Internet routers 
usually place the excess packets in the buffer, which roughly 
works as a basic FIFO ("first in, first out") queue and drop 
packets only when the queue is full [6]. It is shown in Figure 1. 

 
Figure 1: Packet Drop Due to Overflow of Queue Buffer 
 
It would seem that the reservation of sufficient buffer for the 
long line is a good choice because it increases the likelihood of 
placement of traffic spikes. However, there are major 
challenges is to keep packets in the queue adds considerable 
delay, depending on the length of the queue.  
 
Queues should generally be kept short. 
 
A network is said to be congested from the perspective of a 
user if the service quality noticed by the user decreases 
because of an increase in network load. 
 
The purpose of congestion control mechanisms simply use the 
network as efficiently as possible, that is, to achieve maximum 
throughput while maintaining low loss factor and low latency 
[5]. Congestion should be avoided because it leads to an 
increase in queues and queue growth leads to delay and loss, 
so the congestion, the term "avoidance. Figure 2 shows 
technical difeerence between concongestion avoidance and 
control. Congestion avoidance is proactive but congestion 
control terrn is reactive. 
 

.

 
Figure 2 : Logical Difference Between Congestion Avoidance and 
Congestion Control 
 
Some fashion to replace the 'congestion control' with terms 
such as "high-performance network", "high speed data 
transmission and so on for the past few years. Do not let this 
confuse people - the same goal with slightly different 
environmental conditions [2].  
 
On a side note, moving to the congestion to the access channel 
does not mean that it will disappear if the network is used in a 
careless manner, the queue can still grow and increase in 
latency and packet loss can still occur.The heterogeneity of 
link speeds from one end of the path traversed by multiple 
boundaries provider may also be a source of congestion[8]. 

 
2. CONTROLLING CONGESTION: DESIGN  
    CONSIDERATIONS 
 
Traffic can be controlled at the sender and at the intermediate 
nodes; performance measurements can be taken by 
intermediate nodes and by the receiver. Let us call members of 
the first group controls and members of the second group 
measuring points. Then, at least one control and one measuring 
point must participate in any congestion control scheme that 
involves feedback[9]. 
 
Congestion can be sensed (or predicted) by: 
1. packet loss sensed by 

 the queue as an overflow, 
 destination (through sequence numbers) and 

acknowledged to a user [3], 
 sender due to a lack of acknowledgment (timeout 

mechanism) to indicate loss. 
2. packet delay 

 can be inferred by the queue size, 
 observed by the destination and acknowledged to a 

user (e.g. using time stamps in the packet headers), 
 observed by the sender, for example by a packet 

probe to measure Round Trip Time (RTT). 
3. loss of throughput 

 observed by the sender queue size (waiting time in 
queue). 
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2.1 Classification Of Congestion Control Algorithms 
 

There are many ways to classify congestion control 
algorithms: 
 
• The feedback received from the network: Loss, delay, one-bit 
or multi-bit explicit signals. 
 
• The additional ability to deploy on the current Internet:  

 Only sender needs modification,  
 the sender and receiver need to be modified, 
 only the router needs to be modified, 
 sender, receiver and routers need to be modified. 

 
• The aspect of performance, it aims to improve: 
 

 high bandwidth delay product networks,  
 loss of links, 
 fairness,  
 the advantage of short flows, 
 variable-rate links. 

 
• In terms of fairness, it uses: max-min, proportional, 
"minimum potential delay". 
 

Table 1: Variants of  TCP Congestion Control Implementation 

 
 
2.2 Rate-Based Congestion Control Scheme  
 
The receiver estimates the new sending rate . The estimated 
new sending rate is sent as a feedback to the sender. The 
sender then performs rate adjustment based on this estimated 
new rate. Table 1 shows different variants of TCP congestion 
control implementation. End to End rate based congestion 
control techniques is shown in Figure 3. 

 

Figure 3: End to End Feedback Loop in Internet Traffic Regulation 

2.3 Delay 
 
As a packet travels from one node (host or router) to the 
subsequent node (host or router) along this path, the packet 
suffers from several different types of delays at each node 
along the path.  The most important of these delays are the 
nodal processing delay, queuing delay, transmission delay and 
propagation delay; together, these delays accumulate to give a 
total nodal delay[14]. 
 
The time required to examine the packet's header and 
determine where to direct the packet is part of the processing 
delay. The processing delay can also include other factors, 
such as the time needed to check for bit-level errors in the 
packet that occurred in transmitting the packet's bits from the 
upstream router to router A.  After this nodal processing, the 
router directs the packet to the queue that precedes the link  to 
router B. At the queue, the packet experiences a queuing delay 
as it waits to be transmitted onto the link. The queuing delay of 
a specific packet will depend on the number of other, earlier-
arriving packets that are queued and waiting for transmission 
across the link; the delay of a given packet can vary 
significantly from packet to packet. If the queue is empty and 
no other packet is currently being transmitted, then our 
packet's queuing delay is zero. On the other hand, if the traffic 
is heavy and many other packets are also waiting to be 
transmitted, the  queuing delay will be long [15].  
 
The propagation delay is the distance between two routers 
divided by the propagation speed. That is, the propagation 
delay is d/s, where d is the distance between router A and 
router B and s is the propagation speed of the link. 
 
Newcomers to the field of computer networking sometimes 
have difficulty understanding the difference between 
transmission delay and propagation delay. The difference is 
subtle but important. The transmission delay is the amount of 
time required for the router to push out the packet; it is a 
function of the packet's length and the transmission rate of the 
link, but has nothing to do with the distance between the two 
routers. The propagation delay, on the other hand,  is the time 
it takes a bit to propagate from one router to the next; it is a 
function of the distance between the two routers, but has 
nothing to do with the packet's length or the transmission rate 
of the link[17]. 
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Delay = Fixed Component (Transmission at node, Propagation 
delay) + Variable Component     ( processing and queueing 
delays at node). 
 

If we let dproc, dqueue, dtrans and dprop denote the processing, 
queuing, transmission and propagation delays, then the total 
nodal delay is given by  

dnodal = dproc + dqueue + dtrans + dprop . 
 
 
 
2.4 Network timer 
 
Round-trip time  (RTT) time is the time required for a packet 
to travel from the testing host to a remote computer that 
receives the packet and retransmits it back to the source. The 
One-Way Delay (OWD) value is calculated between two 
synchronized points A and B of an IP network, and it is the 
time in seconds that a packet spends in travelling across the IP 
network from A to B [18]. 
 
The one-way delay (OWD) of a stream of packets is the sum 
of the path delay dp and the queuing delay dq. Queuing delay 
is a function of the network load or congestion level. 
Maximum queuing delay occurs when the buffer at the 
bottleneck link is full and packets start being dropped: full 
blown congestion [7]. Figure 4 shows relationship between 
Input rate and one way delay in networks. 
 
The OWD of packets is at a minimum when the sending rate is 
less than the available network bandwidth and OWD starts 
increasing above the minimum when the sending rate exceeds 
the available bandwidth at the bottleneck link. A further 
increase in the sending rate results in an increase in OWD until 
a maximum is reached, which is a function of the buffer size at 
the bottleneck link[19].  
 

 
 
Figure 4: Relationship Between Input Rate and OWD 
 
 

2.5 Delay Factor ( Df  ) Calculation 
 
Queuing delay is the waiting time of packets in the buffer of 
routers before transmission. The QD depend on the details of 
the switching fabric in routers. QD is typically stochastic in 
nature due to the interference of probe packet with other IP 
packets on the path. 

For each received packet Pr, the One Way Delay (OWD) is 
given by 

OWD = Rt - St --- (1) 

where Rt is the receive time of the current packet and St is the 
time the packet was sent. The queuing delay over the network 
path, QD is computed from the measured delay and the 
minimum delay as 

QD = OWD - OWDmin 

An exponentially weighted average of the queuing delay for 
the ith received packet is formed by, 

(AvgQD)i = (1 - ϕ) * (avgQD)i-1 +  ϕ * (QD)i  ---  (2) 

where ϕ ≤ 1 is the forgetting constant. In simulations, ϕ was 
set to 0.1.  

A Delay Factor (DF) is computed from the average queuing 
delay and the maximum queuing delay, 

)(
)(

D

iD

MaxQ
AvgQDF    ---- (3) 

where DF ranges between [0,1] with 0 indicating no incipient 
congestion, 1 indicating full blown congestion, with shades of 
incipient congestion between 0 and 1.  

It is difficult to determine the AvgQD and whether it is 
increasing or not, given that background cross traffic can cause 
the queuing delay to fluctuate around the average [8].  

2.6 Increasing (ITR) / Decreasing(DTR) Trend Analysis 
 
We  determine the average queuing delay (AvgQD) from 
equation 3 and whether it is increasing or not, given that 
background cross traffic can cause the queuing delay to 
fluctuate around the average  [17]. A trend analysis method is 
used to compute a trend value which is fuzzified by the (E2IC2) 
to determine whether the queuing delay is increasing (ITR) or 
decreasing (DTR) [16]. 
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3. NATURAL LOGIC 
 
Natural Logic Controls may be viewed as alternative, non-
conventional way of designing feedback controls where it is 
convenient and effective to build a control algorithm without 
relying on formal models of the controlled system and control 
theoretic tools. The control algorithm is encapsulated as a set 
of commonsense rules. NLCs have been applied successfully 
to the task of controlling systems for which analytical models 
are not easily obtainable or the model itself, if available, is too 
complex and highly nonlinear. 
 
3.1 Membership Functions and Linguistic Variables 
 
Definition of membership functions and linguistic variables 
are the first steps in  system designing. Each linguistic variable 
contains terms which are interpretation of technical figures. In 
our work we have used experimental triangular membership 
functions for coding and evaluation simplicity. The input 
linguistic variables are  Delay Factor (Df)  and 
Increase/decrease trend of congestion. The output linguistic 
variable is “Bit Flow  Rate (Ctrl )” which regulate the source 
flow. Figure 5 shows a natural logic congestion control which 
takes delay factor (Df)   and increasing /decreasing trend to 
determine the bit flow  rate (Ctrl ) which are calculated at 
receiver end but implemented by source node. In our paper 
control decision is taken on the base of Table 2. Figure 6 & 7  
shows membership functions of variables according to natural 
logic and Figure 8 shows membership function of decision  
based on input variables. 
 
 
 
 
 
 
 
Figure 5 : High-Level View Of The Proposed (E2IC2) System 
 

Table 2: Linguistic Variables  for (E2IC2) System 
 
 

 
 

Figure 6 : The membership functions for the measured Delay Factor ( Df ) 
 

 
Figure 7 : The membership functions for the Increase/decrease trend 
 
 

 
Figure 8 : The membership functions for the OUTPUT “Bit Flow  

Rate (Ctrl )” 
 
3.2 Natural Logic Rule Base 
 
The second step in designing a Natural logic system is the 
creation of a natural logic rule base which supplies the 
knowledge of the system [15]. To build the rule base, we need 
to present some standard methods. A natural logic rule is an 
IF-THEN rule. 
 
Rule definition: A membership function which characterizes a   
set A in x can be implemented easily using conditional 
statements. If an antecedent in a natural logic statement is true 
to some degree of membership then the consequent is also true 
to that same degree. 

Linguistic  Input  Variables and Resulting Output 
Delay Factor 
( Df) 

I/D trend 
 

Bit Flow  Rate 
(Ctrl ) 

VeryLow (VL) 
Low (L) 
Medium(M) 
High (H) 
VeryHigh(VH) 
 

Increasing(Incr) 
Decreasing(Decr) 
 

Decrease Extremely 
High(DEH) 
Decrease High(DH) 
Decrease 
Medium(DM) 
Decrease  Low(DL) 
Zero 
Increase  Low(IL) 
Increase  
Medium(IM) 
Increase  High(IH) 
Increase Extremely 
High(IEH) 
 

Df` 
Ctrl 

I/D trend  
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Rule structure: If antecedent then consequent 

The rule: If one variable is low and one variable is high then 
output will be benevolent else it will be malevolent. 

On applying a set of natural logic rules based on the linguistic 
values of its attributes a case or an object can be classified in a 
natural logic  classification system. The rule is applied to the 
number given by the antecedent. This rule has a weight which 
is numbered between 0 and 1. Initially the antecedent is 
evaluated which fuzzifies the input and applies any necessary 
natural logic  operators. Then the result is applied to the 
consequent which is known as inference. A set of natural logic  
rules related to specific classification problem need to be 
found for building a natural logic  classification system. This is 
considered as the most difficult task. 

We will now describe our methodology for natural logic  
approach to control the rate in the network. The two most 
important variables in controlling the rate are Delay Factor ( 
Df  ) and Decrease/Increase trend. With Natural Logic , we 
assign grade values to our three variables. Our Natural Logic  
set therefore consists of three Natural Logic  variables[12]. 

                  Natural Logic  set = { Df ,I/D trend}  

Natural Logic  implements human experiences and preferences 
via membership functions and Natural Logic  rules. In this 
work, the Natural Logic  if-then rules consider the parameters: 
Delay Factor ( Df  ) and Decrease/Increase trend. 

1. If (Delay_factor_(df) is VL) and (I/D_trend is IR) then 
(Ctrl is IM)  

2. If (Delay_factor_(df) is VL) and (I/D_trend is DT) then 
(Ctrl is IEH)  

3. If (Delay_factor_(df) is L) and (I/D_trend is IR) then (Ctrl 
is IL)  

4. If (Delay_factor_(df) is L) and (I/D_trend is DT) then 
(Ctrl is IM)  

5. If (Delay_factor_(df) is M) and (I/D_trend is IR) then 
(Ctrl is DL)  

6. If (Delay_factor_(df) is M) and (I/D_trend is DT) then 
(Ctrl is IL)  

7. If (Delay_factor_(df) is H) and (I/D_trend is IR) then (Ctrl 
is DH)  

8. If (Delay_factor_(df) is H) and (I/D_trend is DT) then 
(Ctrl is DL)  

9. If (Delay_factor_(df) is VH) and (I/D_trend is IR) then 
(Ctrl is DEH)  

10. If (Delay_factor_(df) is VH) and (I/D_trend is DT) then 
(Ctrl is DM)  

 
Figure 9 : The membership functions for the OUTPUT “Bit Flow  

Rate (Ctrl )” 
 
3.3 Bit Flow  Rate (Ctrl ):  
 
The E2IC2 employs a simple Mamdani inference model and 
center-of-areas defuzzification method [11]. Figure 9 shows 
membership functions for the OUTPUT “Bit Flow  Rate (Ctrl ) 
based on Mamdani center-of-areas defuzzification method. 
Figure 10 shows  decision surface of the natural logic 
inference engine using MATLAB fuzzy logic tools software. 
 
 
 

Ctrl =  

 
Eqn. maps the input to the output of the control. For input 
bitrate Rin, the target output bitrate is Rout is given by: 
 
Rout = (1 + Ctrl) * Rin 
 
 

 
 
Figure 10 : Decision Surface of The Natural Logic Inference Engine. 
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4. SIMULATION RESULTS 
 
4.1 Simulation Model and Parameters 
In this section, we examine the performance of our end to end 
internet congestion control (E2IC2)  with an extensive 
simulation study based upon the ns-2 network simulator [21]. 
We compare our results with Adaptive Delay-based 
Congestion Control (DBC2) approach[10]. The topology used 
in the simulation is depicted in Figure 11. The packet size is 
512 bytes and packet sending rate is varied from 2 to 10Mb. 
The link bandwidth and link delay is set as 10Mb and 10ms 
respectively. The bottleneck bandwidth for the links (0, 1), (0, 
2) and (1, 3) is set as 2 Mb initially.  
 
In our experiment, we vary the bottleneck bandwidth for the 
links as 2Mb, 4Mb… 8Mb in order to calculate the throughput, 
delay and packet loss. 

 
 

Figure 11: Simulation Topology 
 

4.2  Performance Metrics 
In the simulation experiments, we vary the bottleneck 
bandwidth, traffic rate and time. We measure the following 
metrics 
 

 Throughput 
 Delay 
 Packet Loss 

 
The results are described in the next section. 
 
4.3  Results 
 
In our experiment we vary the rate as 2,4,6,8 and 10 Mb. 
 

 
Figure 12: Rate Vs TCP-Throughput 

 
 

 
Figure 13: Rate Vs UDP-Throughput 

 
Figure 14: Rate Vs Delay 

 

 
Figure 15: Rate Vs Loss 
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From Figure 12, we can see that the TCP-throughput of our 
proposed E2IC2 is higher than the existing DBC2 protocol. 
 
From Figure 13, we can see that the UDP-throughput of our 
proposed E2IC2 higher than the existing DBC2 protocol. 
 
From Figure 14, we can see that the delay of our proposed 
E2IC2 is less than the existing DBC2 protocol. 
. 
From Figure 15, we can see that the packet loss of our 
proposed E2IC2 is less than the existing DBC2 protocol. 

 

5. CONCLUSION 
 
In conclusion, there is a real problem in the area of congestion 
in communication networks, especially those that support 
video, voice and data simultaneously. Computational 
Intelligence techniques are expected to play a central role, 
especially in the large scale, geographically distributed 
network systems.Under severe congestion condition, the TCP 
congestion control algorithm goes into Slowstart mode i.e. all 
the sources have to drastically reduce their packet transmission 
rate to one packet and then again they slowly increase their 
transmission rate through Additive Increase & Multiplicative 
Decrease (AIMD). 
 
From the measurement study, it is apparent that packet loss is 
not a accurate indicator of congestion because packet loss can 
occur for many factors such as background traffic type 
(broadly ‘bursty’ or uniform) across the tight link on a 
streaming path. With suitable instrumentation it is possible to 
detect packet-by-packet delay, which this study indicates is a 
more reliable way of detecting the congestion level. 
 
The proposed algorithm The output(Ctrl) gives us a stringent 
passive measure of rate control level and will result in a 
perfect rate control for end to end congestion control for 
Internet. Thus our algorithm proves to be more effective in 
controlling the rate as we consider Delay Factor       (Df) and 
its Decrease/Increase trend. parameters. We have shown the 
performance of our technique (E2IC2) through NS2 simulation 
results. Simulation results show that the proposed technique 
involves minimum packet loss , minimum delay and maximum 
throughput for TCP and UDP traffic till today. 
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