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 
ABSTRACT 
 
Nowadays, most of the organizations make their mobile 
applications available through different stores, such as 
Google Play Store, Apple App Store, and Windows Phone 
Store. Banks and financial institutions have also provided 
mobile applications for their customers. These app stores not 
only allow applications to be downloaded, but they also 
permit users to leave comments and reviews. In this paper, we 
will start first by looking at eight Moroccan mobile banking 
applications in the Google Play Store. Data that hasn’t been 
exploited by Moroccan banks yet. Once the preprocessing 
phase is complete, we will examine and analyze user reviews 
using Latent Dirichlet allocation (LDA) to extract and 
identify topics. Topics discovered focus mainly on Security, 
services, quality, and interface. While customer reviews can 
influence future demand, they can also be used by managers to 
improve their services and customer experience. 
 
Key words:.   Latent Dirichlet Allocation, Topic Model, user 
reviews, e-banking, Consumer feedback. 
 
 
1. INTRODUCTION 
 
E-Banking is turning into a competitive industry where 
innovation thrives, due to the importance of this sector for the 
economy, making it an alluring field for researchers. 
E-Banking is a domain that creates a huge amount of data, 
where AI applications can be potentially profitable for 
businesses by increasing the visibility and acknowledgment of 
research achievements [1] [2]. 
 
With the rise in the service economy, the success of service 
providers now depends on their ability to provide 
customer-centric services [3]. The importance of perceived 
service quality and customer experience is widely 
acknowledged [4].  
 

 

 
In fact, an organization does not work to produce, but above 
all to satisfy the needs of its customers and even to anticipate 
their expectations. The customer is the reason for the 
organization's existence and is, therefore, involved in all its 
processes. 
The voice of the customer plays a crucial role in companies. 
Classical methodologies in this field have focused mainly on 
market surveys and questionnaires to obtain customer 
preferences. Listening to the customer is only important if the 
feedback is analyzed and 
if an effort is made to make corrections. It is important to 
invite the customer to describe their experience in their own 
words, but it is also essential to act through customer 
feedback. In most cases, companies are constantly collecting 
feedback from consumers through satisfaction surveys, online 
evaluations, e-mails, as well as in person, to support and 
improve grievances [5]. 
 
Meanwhile, online reviews have proven to be an excellent and 
reliable channel for not only understanding customer needs 
for a product or service, but also for analyzing product 
competitiveness in the marketplace. 
Previously we have conducted an empirical study on a small 
sample of the population limited by a geographical area, and 
we did it through a field survey. The study aimed to 
acceptance and use of e-banking by Moroccan customers [6]. 
The results obtained have motivated us to move to another 
level.   
 
Conclusively, we argue that online reviews are more 
beneficial source of data than traditional survey methods. 
Through this methodology, it is easier to understand the 
entirety of the customer’s experience.  As is known, while 
online reviews have a lot of influence on tourist 
establishments such as restaurants or hotels. They also have 
an impact on the industry and financial organizations,  the 
online consumer reviews have a particularly important 
impact on the search of information, the evaluation and the 
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decision-making of the consumers in many fields [7].  User 
reviews are an important part of the user experience, 
particularly since subject satisfaction plays a huge role in 
acceptance. it is useful to better understand what precisely 
users state  in their reviews and if any particular aspects would 
impact the depth of feedback that a user will leave [8].  
Hence, online user review is an important tool for gathering 
information about consumers and thus for creating 
opportunities. For this purpose, online banks must analyze 
their feedback to improve their services and products. So, 
finding and collecting data is no longer the impossible task, 
since customers comment day after day in forums, social 
networks. But the complexity lies in how these data must be 
used to set up strategic actions. 
 
The goal of our research is to develop an approach based on 
topic modeling using information from online reviews on 
Google Play Store and using a dataset that was missed by 
decision-makers.  However, this research focuses on one type 
of topic model, utilizing a topic modeling technique called 
latent Dirichlet allocation (LDA) [9].  
 
This paper is organized as follows: in the next section, we 
present the context of topic modeling within the banking 
sector, and online user reviews. Thereafter, we outline the 
topic modeling technique and the LDA. This is followed by 
the methodology, the discussion of the research results.   
Finally, based on all these findings could help 
decision-makers and managers design better launch 
strategies. 
 
2. LITERATURE REVIEW  
 
Banks get the most benefit from big data since they can now 
easily and quickly extract relevant information from their 
data and convert it into benefits for their own and their 
customers [10]. Social media data can be used to identify 
topics for discussion at a specified instant. Previous research 
indicates that these data “can be a good source of 
entity-oriented topics that have low coverage in traditional 
media news”  [11].  
 
Prior to this, research on user review generated by Social 
Media has focused on the tourism and hotels sector, 
e-commerce [5]. Only a limited amount of research currently 
focuses on consumer feedback in the banking context.    
It is noted that most of the studies reviewed used external 
data. The reasons for this can be twofold; authors would 
prefer to use the external data since they are public and free to 
use, while the internal data are the ownership of the company 
and numerous restrictions can apply in using them as a data 
source for text mining  [12].  
 
In Indonesia, research was conducted in purpose to 

investigate how bank customer conversation network evolves 
and dynamically spread the information for the purpose of 
SCRM (social customer relationship management) by 
calculating its network properties and compare the result 
between three Indonesians banks. Also, based on Twitter 
discussions related to the banks, they are conducting a 
sentiment analysis to find out which of the three banks has the 
most positive sentiment towards the banks. In this research, 
they adopt the Appraisal theory method used to classify 
sentiment because the method is proven applicable to social 
media conversation. Appraisal theory describes how authors 
use language to communicate with others and it shifts 
sentiment classification further and considers the appraisal 
expression [13].  
 
In a further study, researchers experimented models of 
bi-directional relations patterns among eWOM metrics and 
bank profitability along time. The results showed that both the 
ranking by stars and the verbal emotions expressed by 
consumers in eWOM significantly predicted an improvement 
in the future profitability of companies. In that case, for 
several reasons, they used Linguistic Inquiry and Word Count 
LIWC, a popular text analysis software: LIWC extracts 
quantitative data, making the resulting data amenable to 
statistical analysis. Besides, LIWC not only evaluates 
fundamental grammatical features of texts but also offers 
insights regarding significant psychological processes; LIWC 
performs this function automatically and avoids the chore of 
hand-encoding. LIWC is one of the most widely-used and 
validated ATA tools used in academic research currently. 
Despite the fact that this research shows that the LIWC is an 
effective tool for studying the eWOM, its strategy for counting 
words has its limitations [14]. Also this study focused on two 
text analysis indicators including Positive Feelings and Anger 
[15]. 
  
Another approach proposed; this one is based on rules and 
classification to analyze the sentiment of Chinese microblogs 
related to finance. At first they employed an Improved Label 
Propagation Algorithm (I-LPA) in order to build the lexicon 
of sentiments systematically. Afterwards, based on the 
microblog topics, they split the microblogs into multi-topic 
microblogs and mono-topic microblogs by topical 
classification. Concerning the multi-subject microblogs, they 
conduct a rule-based sentiment analysis. Three layers of 
filtering rule are used to identify the emotion agents of a 
specified topic.Next, the sentiment is calculated according to 
the syntactical dependence relationship among the words of 
sentiment and the agents of emotion.  On the other hand, 
single-topic microblogs exploit classification based on SVM 
to compute emotion. The results show that I-LPA is effective 
and the method of sentiment analysis is promising and 
outstanding for not only single-topic microblogs but also the 
multi-topic [16].  



Meriem Tabiaa  et al.,  International Journal of Advanced Trends in Computer Science and  Engineering, 10(1),  January – February  2021, 32  – 40 

34 
 

 

2.1 Analysis of online user reviews 
 
The second related line of research is the analysis of online 
reviews. User reviews can behave like online Word-Of-Mouth 
(WOM). WOM is recognized as influential in information 
transmission, particularly with good experiences [17] [18]. 
User-generated online reviews implicitly communicate 
user-perceived quality, from which “perceived ease of use” 
and “perceived usefulness” may be inferred [19].  This creates 
a feedback loop granting a focused opportunity for refinement 
in subsequent iterations. 
 
A user review usually consists of a numerical rating showing 
the general opinion of the reviewers, and a text describing the 
reviewers' evaluation in detail. In previous decades, studies of 
user reviews have mainly focused on rating information, but 
have barely explored the content of the text. Lately, the text 
analysis of user reviews has received significant attention. 
However, since user reviews of products are often 
multidimensional, which cannot simply be captured by a 
single numerical rating, textual analysis of reviews  provides 
richer information for researchers and professionals to 
understand consumers [20].  
 
In fact, the pertinence of reviews depends on the perspective. 
Developers get value from positive reviews, while negative 
reviews provide more value to the upcoming community of 
potential users. It is common for unsatisfied consumers to 
express their experience of an unfulfilling purchase from a 
company by manifesting their intention not to continue 
shopping, warning other consumers not to buy from that 
company as well. User review can also consider as a 
benchmark, internal audit for a firm [5].  
 
Another study also states that users will leave reviews of 
varying length (often domain-specific) and can possess 
abbreviations, colloquial expressions, and non-standard 
spelling [21]. It is also acknowledged that reviews often 
addressed myriad aspects within the context of the domain 
and the object under review [22] [23].  
 
2.2 The application of topic modeling and LDA to the 

user reviews analysis 
 
Research on topic models has recently picked up the pace, 
especially in the field of generative topic models such as LDA 
[9], their hierarchical extensions [24], topic quality 
assessment and visualization [25] [26].  
 
Over the last couple years, techniques of topic modeling using 
probabilistic latent semantic analysis PLSA and LDA have 
been increasingly used for various purposes, from simple 
applications to unsupervised analysis including many 
extensions to add-on items. and structure that may be required 

in specific settings, supervised versions to be employed as text 
classifiers, an analysis of the topic's evolution in a set of 
documents along time, image recognition and classification, 
and so on… [27].  
 
Previous researches used LDA-based approaches and word 
similarity to determine products' attributes from online user 
reviews. LDA-based methods employ the tf (frequency of 
terms) and df (frequency of documents) to eliminate common 
and local words that appear in specific review documents. 
However, due to the mixed-part-of -speech (POS), which 
includes sentimental words, this means that we cannot easily 
identify product attributes in LDA [28].  
LDA turns into a mainstream approach to topic modeling.  
However, none studies have been conducted to analyze online 
user reviews on the banking sector, using the LDA method. 
This present research aims to fill this gap in LDA 
applications. 
 
3. METHODOLOGY: EXPERIMENTS, RESULTS 
AND DISCUSSION  
 
3.1 Experiments and results 
 
In order to apply LDA on online user reviews and extract 
topics, we have designed an approach based on 7 main steps: 
The first step is data collection from Google Play Store. The 
second step is the English translation of text review. The third 
step is to augment our dataset, then we proceed to the data 
pre-processing step, afterwards to the transformation before 
the model training and we finish our approach with the topics 
nomination. You will find below our overall framework 
(Figure 1), detailed in the following sub-sections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 1: Our proposed Framework. 
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3.1.1 Crawling Data: Data sets  

The first step of our approach is to collect online customer 
reviews. For this purpose, various techniques can be used to 
collect social media data, such as web crawling and 
application programming interfaces (APIs) provided by 
Twitter, Facebook or blog services. For this study, we 
developed a script in JavaScript that allows scraping and 
downloading all comments from the Google Play Store 
(Figure 2).  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Examples of online comments and customer reviews 

on the Google Play store. 
 
More precisely, the comments collected refer to the time 
period from January 2013 to December 2019. 
The initial dataset contained: Total number of words equals 
48493 words grouped in 7832 sentences, with an average of 6 
words per sentence. Notably, the lexical density is defined as 
the number of lexical words (or content words) divided by the 
total number of words. The lexical words give meaning to a 
text and provide information about its content) is very small, 
so we can conclude that there is a lot of noise that requires 
pre-processing of this set of data.  Each review on the Google 
Play Store is composed of a rate from 1 to 5, a name of user 
and a body of review. Our scripts download all the 
information available for a review and preserve the 
underlying data relationships. For our data sets, the data 
collected is composed of: date of publication, customer review 
(text format).  

3.1.2 Translation  

Prior to augmenting the dataset, we decided that it was best to 
translate it into English in order to use the effective language 
tools. Many APIs are used for translation, including paid and 
free ones. The most important objective to achieve with the 
translation is to avoid any loss of meaning. For several 
reasons, we decided to use the Google-trans API. Googletrans 
is a free and illimited python library that has implemented the 
Google Translate API.  

3.1.3 Data augmentation  

Concerning ML Algorithms, dataset is a key factor in the 
usefulness of these models. Many problems arise when 
datasets are mismatched, when data is sparse, or when data 
becomes hard to collect, or difficult to label. One of the 
methods which handles these shortcomings is data 
augmentation [29].  
 
For our dataset we use EDA (easy data augmentation 
techniques) for boosting performance.  EDA consists of four 
simple but effective actions: changing synonyms, arbitrary 
insertions, random permutations and eliminations. EDA 
substantially boosts performance and reduces over-fitting 
when training on smaller datasets [30].  
We augmented the data twice more. We notice an 
augmentation in terms of words and also a gain in lexical 
density, this is due to the replacement and insertion of 
synonyms that does not contain noise.  
Pre-processing is an important step in a study that uses text as 
a source material, but it decreases the number of the dataset 
because of the noise removed. Therefore, increasing the 
dataset is still the best solution to solve this problem, hence 
the use of EDA, which has served us well (Table 1). 
 

Table 1: Example of data augmentation 
Review  Augmentation of review  

code document username 
gives identifier wrong 

activation message mention 
application error photograph 

incorrect bank suddenly  

codification papers username 
output mistake yield identifier 
code short_circuit catch askew 

application awry activating 
defective content cite 

practical_application samarium 
sedimentation fault message 

citation energizing snap faulty 
document deposit short  

flexible install time 
application new try method 
needs find agency require 
password simpler go time  

flexible install time meter natural 
covering New seek install 

simpleton flexile method acting 
need recover agency password 

regain federal agency new call for 
die demand search request 
countersign simple method 

give-up_the_ghost metre clock  
 

3.1.4 Data Preprocessing 

Real-world data is generated from many sources and 
processes. They may contain anomalies or incorrect values 
that compromise the quality of the dataset:  it has not been 
transformed, cleansed or changed at all [31]. For Our Text 
pre-processing , we have 4 sub- steps, including capitalization 
[32], elimination stop words [33], word text tokenization 
[34], and word lemmatization [35].  
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Table 2: A sample of a text review before / after 
preprocessing. 

 
Before preprocessing   Pay card really work properly 

really nil last web load 
procedure sense day also last 

make application care message 
unload anything day 

After preprocessing  [‘card’, ’work’, ’load’, 
’procedure’, ’sense’,  

‘application’, ’care’, ’message’, 
’ unload’] 

3.1.5 Data transformation 

 TF-IDF (Term Frequency - Inverse Document 
Frequency) is a similarity measure widely used in 
information retrieval. TF-IDF's main idea is to 
correspond each document into a vector having the 
size of the common dictionary [36]. This N-Grams 
approach is commonly used in the statistical natural 
language processing. It is language-dependent and 
works  well  in the case of noisy text [37]. 

 Corpus and Dictionary: The two main inputs to the 
LDA topic model are the dictionary (id2word) and 
the corpus.  Gensim generates a unique ID for each 
word in the document. The above produced corpus is 
a mapping of (word_id, word_frequency) (Figure 3). 
The original data has 4 columns (name of the bank, 
the date, the name of the user, the user review).   

  
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Creating the dictionary. 

 Determinate the number K of topics by using the 
Elbow method: In this research, we deployed a 
method based on the Elbow method [38]., to estimate 
the optimal number of topics. To use this parameter 
as an LDA model input, after applying the Elbow 
method to all datasets, the model specified that the 
optimal number of the topic is 4 topics (Figure 4).   

 

 

 

 

 
 
 

Figure 4: Elbow Graph determinate the number of topic K. 
 

3.1.6 LDA Model training 

To implement LDA, we used tools from the Python Libraries, 
which provide functionalities to analyze semantic structure in 
texts [39]. Based on the results of Elbow methods, the model 
specified that the optimal number of topics K= 4 as the 
number of topics to extract. Apart from that, we used 
hyper-parameters α and β that affect sparsity of the topics 
with symmetric 1.0/K priors (we’ll use the default for the base 
model). 
The above LDA model is built with 4 topics where each topic 
is a combination of keywords and each keyword contributes a 
certain weightage to the topic. For each topic we can visualize 
key-words and the weightage of each one. The table (Table 3) 
below represents each topic with the top of 20 words. 
Since the LDA works like a blending model, the same word 
can appear in more than one topic. Below, we briefly 
introduce each topic. 
 

Table 3: Top 20 words for each topic. 
Topic #k Top Words of each topic 

 
Topic #0 application bank update good problem time 

transfer work app operation agency account 
code bug card mobile cih service pay open 

 
Topic #1 account application day enter history work 

give_thanks customer connect problem phone 
job number service piece_of_work access 

message unable block impossible 
 

 
Topic #2 

 

payment application morocco invoice recharge 
defrayal add lack receive internet iam 

information charge telecom pay electricity water 
net option service 

 
Topic #3 version update password connection answer bad 

convenient fingerprint service instal fresh bank 
app android work install contact watchword 

commodious connexion 
 
Our LDA model produced 4 topics. Each topic is a collection 
of word-weight couples. Words with high corresponding 
weight values are most representative of the topic (Table 4). 
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Table 4: Words Distribution. 

Topic 0 Topic 1 Topic 2 Topic 3 

0,075 update 0,052 Applicati
on 0,046 Service 0,067 Bank 

0,072 applicatio
n 0,036 Bill 0,041 Custo

mer 0,049 Problem 

0,046 time 0,029 Payment 0,035 Accou
nt 0,018 Bad 

0,024 bug 0,025 Transfer 0,029 Applic
ation 0,013 Implemen

tation 

0,024 block 0,022 Access 0,019 Enter 0,014 Job 

0,023 day 0.021 Good 0,018 Passw
ord 0,013 Unavailab

le 

0,019 work 0,018 Pay 0,015 Histor
y 0,013 Server 

0,014 connect 0,018 App 0,014 Call 0,011 Attempt 

0,012 agency 0,013 Lack 0,013 Client 0,010 Month 

0,009 clip 0,013 Change 0,012 Contac
t 0,010 Wait 

 
In the LDA model, each document is composed of several 
topics. However, usually one of these topics is dominant. The 
table below shown this dominant topic for each sentence and 
indicates the weight of the topic and the keywords in a 
well-formatted output. This way, you will know which 
document belongs primarily to which topic. 
 

Table 5: Words Distribution. 
Docume

nt 
Nember  

Domina
nt Topic 

Topic_Perc_
Contrib Keywords Text 

0 
0.0 0.7207 

update, application, 
time, bug, block, day, 

wo... 

application 
work web 
procedure 
really nil 

load... 

1 
0.0 0.3842 

update, application, 
time, bug, block, day, 

wo... 

loading work 
really wage 

nil load 
nothing trul... 

2 
0.0 0.4566 

update, application, 
time, bug, block, day, 

wo... 

application 
work well 
overall real 

problem con... 

3 
0.0 0.5100 

update, application, 
time, bug, block, day, 

wo... 

drop hush 
real_number 
work refer 

well real per... 

4 
1.0 0.6720 

application, bill, 
payment, transfer, 

access, ... 

really 
disappointed 

nothing 
change 

receive por... 

5 
1.0 0.9333 

application, bill, 
payment, transfer, 

access, ... 

change pack 
manipulator 

practical_appl
ication ... 

6 
1.0 0.5597 

application, bill, 
payment, transfer, 

access, ... 

application 
month 

announce still 
feed account 

... 

7 
1.0 0.5470 

application, bill, 
payment, transfer, 

access, ... 

possibility 
announce 
tranquilize 
provender 

fee... 

8 
3.0 0.8728 

bank, problem, bad, 
implementation, job, 

unava... 

big webpay 
refill example 

card cancel 
problem 

9 
3.0 0.8467 

bank, problem, bad, 
implementation, job, 

unava... 

problem 
identity_card 

card 
beginning 
offset tr... 

3.1.7 Naming  topics  

For our Research, We use WordNet as our lexical resource of 
choice  [40]. WordNet unequivocally models synonymy by 
connecting synonyms to a similar sense. In WordNet, each 
sense has a related definition. WordNet senses are associated 
with relations such as synonymy, hypernymy, similar 
attributes, etc. 
Instead of showing a list of the top 20 words, we show a word 
cloud of the top 10. Which the size of each word is measured 
by the probability of having that word in the topic. As shown 
in Figure 5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 5: Naming topics by Wordnet. 

 

3.2 Discussion and limitations.  

Applying LDA's topic model; designed mainly for short texts, 
4 topics were identified.  Based user reviews, banks will be 
able to improve their application design, security, system, and 
customer relationship management. 
 
Analyzing user opinions is a challenging exercise. For our 
research, we examined reviews of 8 mobile banking 
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applications.  A further challenge is the small number of 
relevant reviews. Before our pre-processing phase, we 
augment the dataset to extend it. In the topic modeling step, 
the LDA model and the ElBow model obtained the best 
results. 
 
We can visualize that topic 0 (security) reported updates, bugs 
and application problems. Developers should devote extra 
attention to those issues, While reading through the reviews, 
we notice that for many of the complaints, users also report 
that they recently updated their app and have been 
experiencing authentication problems ever since (Figure 5). 
 
Moreover, in topic 1 (services) the users repeat often words 
payment, application, bills, users would like that their 
application could make more operations and get more 
services (Figure 5). 
 
Since users review apps as a whole, they often raise issues that 
are not directly the responsibility of the developers; some 
reviews are directed towards product managers or other team 
members.  Which is the case of topic 2 (quality) we notice the 
words: client, account, history and service. Users claim the 
quality of the service (Figure 5). 
 
Concerning the last topic (the interface), we can deduct the 
fact that users are experiencing problems with the interface. 
Users report frequent problems with recent updates due to 
design modifications.  This is an important area for 
improvement, especially the recurrence of the words 
“problem” and “bad”.  

Our study experiences limitations.  
 Data Anomalies: we noticed numerous anomalies in 

the scraped data in the Google game store.  For 
example: some users wrote their reviews by 
combining two languages. Others preferred to write 
their reviews in Moroccan Dialect using Latin 
letters. As well as some of the reviews, only contain a 
single word, such as "good" or "satisfied". 

 Access to the internet and Smartphone: A further 
important limitation is that online customer reviews 
cannot be generalized, as they assume that all 
consumers have installed the applications and have 
access to the internet. However, those who do not 
have access may not be able to rate and comment.  

 Generalization of findings: our study used consumer 
feedback from eight bank applications. However, the 
selection of more than one mobile application allows 
for a generalization, and therefore input can affect 
the findings, so each bank needs to analyze customer 
feedback in a separate way. 

 Single data source: we only used scrapped data from a 
single plate-form (google play) for the analysis.  In 
the future, we may look to other plateforms; and even 
on separate dates to study consumer feedback.  

 Human interpretation: The LDA model required a 
human interpretation based on the probabilities 
assigned to the words 

 Fine-tuning: The LDA model needs a lot of 
fine-tuning, which involves a significant time and 
energy effort. 

 

4. CONCLUSION AND FUTURE WORK  
 

The current worldwide economic crises as well as in Morocco, 
due to the propagation of a new generation of the corona 
virus. Financial organizations are obliged to digitize all their 
services; it is no longer a luxury but a requirement. The 
customer relationship management will mainly be done 
online, by messaging, telephone, social networks, etc... Banks 
must exploit online reviews to listen better to customers, to 
anticipate and develop strategies and operational plans of 
action. Our findings can help developers and managers better 
anticipate the users-reviews and prioritize their limited QA 
resources towards the most impactful reviews.  
During the conduct of this research, several points have been 
identified that deserve further study: 

 
i. It would be interesting to compare the text reviews 

for each bank separately. 
ii. For this research, the text corpus was extracted 

from Google Play Store. It could be interesting to 
explore other data sources such as social 
networks and forums for example. 

iii. Another interesting area of research will be 
exploring the model by applying it to private 
reviews, such as instant messaging on 
messenger.   

iv. Future studies can use more data with the proposed 
approach, and it can apply sentiment analysis 
and deep learning   

v. Finally, we can envisage a comparative study of 
Moroccan banking applications versus other 
applications in other countries. 
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