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ABSTRACT 
 

The development of intelligent computer components is 
widespread problem. The method of distributed 
transformation training patterns vocal sounds to a unified 
amplitude-time window and method a distributed clustering 
training patterns vocal sounds have been proposed for 
distributed forming reference patterns of speech vocal 
sounds in the paper. These methods allow fast convert quasi-
periodic sections of different lengths to a single amplitude-
time window for subsequent comparison and accurately and 
quickly determine the optimal number of clusters, which 
increases the probability clusterization. The proposed 
methods can be used in speech recognition and synthesis 
systems. 

 
Keywords: distributed transformation training patterns 
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1. INTRODUCTION  
 

The general formulation of the problem. The 
development of intelligent software components intended for 
human speech recognition, speech synthesis et al., which are 
used in computer systems to communicate, is actual in 
current conditions. The basis of this problem lies the problem 
of building effects in efficiently methods that provide high 
speed formation of the reference patterns of speech sounds 
and used to learn descriptive and generative models. 

 
Analysis Research. Existing speech patterns synthesis 

system using such approaches like [1-4]: formant synthesis, 
synthesis based of a linear prediction coefficients (LPC-
synthesis), concatenative synthesis. Formant synthesis and 
LPC-synthesis are based on the model of human speech 
formation. The model of the speech path is realized as an 
adaptive digital filter. For formant synthesis parameters of 
the adaptive digital filter are determined by the formant 
frequencies [5, 6], and LPC-synthesis - LPC coefficient [7]. 
The best results regarding the intelligibility and naturalness 
of the sound of speech can be obtained by concatenative 
synthesis. Concatenative synthesis is carried out by gluing 
the necessary sound units [1,3,8,9]. In such systems, it is 

necessary to apply signal processing to bring the frequency 
of the pitch, energy and duration of the sound units to those 
with which the synthesized speech should be characterized. 
In the systems of concatenative synthesis, three main 
algorithms are used: TD-PSOLA (made scaling the audio 
unit of time), FD-PSOLA (made scaling the audio unit of 
frequency), LP-PSOLA (carried scaling the prediction error 
signal in time with the subsequent application of LPC filter-
coefficients). The disadvantage of concatenative synthesis is 
the need to store a large number of sound units. In this 
connection, the problem arises of their more economical 
representation [10]. Existing speech pattern recognition 
systems utilize approaches such as: logical, metric, Bayesian, 
connectionist, generative. Modern methods and speech 
pattern recognition models are usually based on: Hidden 
Markov models [5], CDP (Composition + Dynamic 
Programming) [10], Artificial neural networks [11 - 15] and 
have the following disadvantages [16, 17]: unsatisfactory 
probability of recognition;  the need for a large number of 
training data;  duration of training;  storage of a large number 
of reference of sounds or words, as well as weight 
coefficients; duration of recognition. 

 
Formulation of research problems. The aim is to 

develop a method of forming a distributed reference patterns 
vocal speech sounds. 

 
Problem Solving and research results. To achieve this 

aim you need:  
1. Develop a distributed method conversion training 

patterns vocal sounds to a unified amplitude-time window.  
2. Develop a method for distributed clustering training 

patterns vocal sounds.  
3. Conduct a numerical study of the clustering methods 

used. 
 

2. METHOD OF CONVERTING A DISTRIBUTED 
TRAINING PATTERNS VOCAL SOUNDS TO A 
UNIFIED AMPLITUDE-TIME WINDOW  
 

Let defined finite set of training patterns vocal sound 
which is described by a set of limited finite integer discrete 
functions }},...,1{|{ IixX i  , where maxmin , ii AA  – 
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minimum and maximum value of the function ix  on a 

compact. },...,{ maxmin
ii NN . We introduce the following mean 

values 
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Let I  - the initial number of parallel threads. Let first 

the thread number correspond to the number of the training 
pattern of vocal sound. Then each i -th thread by the 
transformation described in [18, 19] maps the function ix  
into an integral bounded finite discrete function is , and the 

function is  has compact support }1,...,1{ avN


 and minimal 

value 0 and maximal value avA


  on it. As a result of all the 
threads will be received family  }{sS  .Thus, it is possible 
to quickly convert quasi-periodic signal portion of different 
lengths to a unified amplitude-time window for subsequent 
comparison.  
 

3. THE METHOD OF DISTRIBUTED CLUSTERING 
TRAINING PATTERNS OF VOCAL SOUNDS  
 

Suppose now that the thread number corresponds to the 
number of clusters into which the family S . Then each 
thread with the number K  performs clustering method with 
the number of clusters K . As a result of the work for each 
K -th thread the pair }}),...,1{|{,( KkmJ KkK   will be 
received, where KJ  - the value of the objective function, 

Kkm  - cluster center k . Choosing the best pair numbers of 
all threads is performed in the form 
 

}},...,1{,|min{* IKJKK K   
 

As a result, many reference patterns will be created 
 

}},...,1{,|{ *
* KkmhhH kKkk  . 

 
Thus, it becomes possible to accurately and quickly 

determine the optimal number of clusters. Researched article 
iterative clustering methods are shown below 

 
2.1. Clustering Method based on an algorithm K-means  
 

1. Initialization: 
 
a) If 1K , then the initial partition 

}|{)( 11 SSSS   on one cluster, which is described by a 

vector of values of indicator functions )]([
1 iS s , 

1)(
1

 iS s , },...,1{ Ii . Iteration number max , * . 
 
b) If IK  , then the initial partition 

}|{)( SSSS kk   on I  clusters, which is described by a 
matrix of values of indicator functions )]([ iS s

k
 , 
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number max , * . 
 
c) If IK 1 , then the initial partition is given at 

random }|{)( SSSS kk   on K  clusters, which 
describes initialized randomly matrix of values of indicator 

functions )]([ iS s
k

 , 
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, },.,1{ Kk  . Iteration number 1 , O* . In this case, 
for the matrix   the following conditions must be satisfied 
[20]: 
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2. Calculation of cluster centers 
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3. Distance calculation 
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4. If IK 1 , then modification of the matrix of values 

of indicator functions is performed according to the 
following rule 
 
if ikk

dk minarg*  , then 1)(
*

 iS s
k

 and 

}/{},...,1{ *kKk   0)(  iS s
k
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5. Rule of the termination condition 
 
If  *  and max , then 1 , * , go to 

2. 
 

6. The calculation of the objective function 
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2.2. Clustering Method based on an algorithm Fuzzy C-
means 
 

1. Initialization: 
 
a) If 1K , then the initial partition 

}|{)( 11 SSSS   on one cluster, which is described by a 
vector of values of membership functions )]([

1
~ iS sM  , 

1)(
1

~  iS s , },...,1{ Ii . Iteration number max , 

MM * . 
 
b) If IK  , then the initial partition 

}|{)( SSSS kk   on I  clusters, which is described by a 
matrix of values of membership functions )]([ ~ iS sM

k
 , 
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,1

)(~ , },...,1{ Ii , },.,1{ Kk  . Iteration 

number max , MM * . 
 
c) If IK 1 , then the initial partition is given at 

random }~~|~{)~( SSSS kk   on K  clusters, which 
describes initialized randomly matrix of values of 
membership functions )]([ ~ iS sM

k
 , where )(~ iS s

k
  return 

a degree of membership of objects clusters, },...,1{ Ii , 

},.,1{ Kk  . Iteration number 1 , OM * . In this case, 
for the matrix M  the following conditions must be satisfied 
[21]: 
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The weight of fuzzy clustering w is set (in article w =2). 
 

2. Calculation of cluster centers 
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3. Distance calculation 
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4. If IK 1 , then modification of the matrix of values 

of membership functions is performed according to the 
following rule 
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5. Rule of the termination condition 

If  *MM  and max , then 1 , MM * , go 

to 2. 
 
6. The calculation of the objective function 
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2.3. Clustering method based on EM and -algorithm 
 

1. Initialization: 
 
a) If 1K , then the initial partition 

}|{)( 11 SSSS   on one cluster, which is described by 
the vector of expected values of hidden variables  ][ 1igG  , 

1ikg , },...,1{ Ii . Iteration number max , GG * . 
 
b) If IK  , then the initial partition 

}|{)( SSSS kk   on I  clusters, which is described by 
the vector of expected values of hidden variables  ][ ikgG  , 
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max , GG * . 
 
c) If IK 1 , then the initial partition is given at 

random }|{)( SSSS kk   on K  clusters, which 
describes initialized randomly matrix of the expected values 
of hidden variables ][ ikgG  , },...,1{ Ii , },.,1{ Kk  . 

Iteration number 1 , OG * . In this case, for the matrix 
G  the following conditions must be satisfied: 

1
1




K

k
ikg , },...,1{ Ii , 

 

0
1




I

i
ikg , },.,1{ Kk  , 

 
]1,0[ikg , },.,1{ Kk  , },...,1{ Ii . 

 
Each cluster is described by the likelihood function 
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Sets the weighting factor kw , which kw  corresponds to 

the a priori probability of appearance of an object from k -th 
cluster, i.e. )),(( 2

KkKkk mPw  .  
 

Kwk /1 . 
 

2. Calculation of likelihood functions 
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3. E-Step (matrix calculation of expected values of 

hidden variables) 

If IK 1 , then calculate ikg , where hidden variable 

ikg  corresponds to the a posteriori probability, i.e. 

)|),(( 2
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4. M-step (calculation parameters Kkw , Kkm , 2

Kk ) 
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5. Rule of the termination condition 
 
If  *GG  and max , then 1 , GG * , go to 

2. 
 
6. The calculation of the objective function 
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3. NUMERICAL STUDY  
 

Numerical study was conducted for all three clustering 
methods for 1000 training patterns of vocal sounds of 
speech. The results are shown in Table 1. According to Table 
1, the best results are obtained by EM -algorithm. 
 

Table 1 : Probabilities of clustering 
Method name Probability of clustering, % 
K-means 90 
Fuzzy C-means 95 
EM 98 
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4. CONCLUSION 
 

The method of distributed transformation training 
patterns vocal sounds to a unified amplitude-time window 
and method a distributed clustering training patterns vocal 
sounds have been proposed for distributed forming reference 
patterns of speech vocal sounds in the paper. These methods 
allow fast convert quasi-periodic sections of different lengths 
to a single amplitude-time window for subsequent 
comparison and accurately and quickly determine the 
optimal number of clusters, which increases the probability 
clusterization. The proposed methods can be used in speech 
recognition and synthesis systems. 
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