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ABSTRACT 

 

This study presents a signature authentication mechanism 

to prevent forgery. In the actual world, handling a large 

collection of data and detecting genuine signatures with 

reasonable accuracy is often difficult for any verification 

system. As a result, artificial intelligence techniques are 

used that can learn from a large data set during the training 

phase and reply effectively during the application phase 

without wasting a lot of storage memory space or 

processing time. It should also be able to refresh its 

expertise based on real-world encounters on a regular basis. 

A Multi-Layered Neural Network Model is one such 

adaptive machine learning technique that is used in this 

study. Initially, a massive amount of data is gathered by 

photographing several authentic and fake signatures. The 

image quality is increased by applying image processing, 

which is followed by the feature extraction phase, which 

extracts specific unique standard statistical features. 

 

Key words: Signature Verification, Multi-Layered Neural 

Network Model, Machine Learning Technique, Image 

Processing, Image Dispersion Matrix. 
 

1. INTRODUCTION 

 
A neural network is a computational system inspired by the 

structure and function of the human brain. It is designed to 

process and analyze large amounts of complex data and to 

identify patterns and relationships within that data. 

 

A neural network is made up of artificial neurons, which are 

nodes that perform simple computations and communicate 

with each other. The artificial neurons are organized into 

layers, with the input layer receiving the raw data, and 

subsequent layers processing and transforming the data. The 

final layer generates the output, which is the prediction or 

decision made by the neural network. 

 

The strength of the connections between the artificial neurons 

is adjusted during the training process, allowing the network 

to learn from the data and improve its performance. This is 

done using a learning algorithm that minimizes a loss 

function, which measures the difference between the 

network's predictions and the actual target values. 

 

 

Neural networks can be used for a variety of tasks, including 

image and speech recognition, natural language processing, 

and prediction. They have been very successful in these 

applications, due to their ability to learn and make accurate 

predictions even when dealing with complex and noisy data. 

 

Overall, neural networks are a powerful tool for machine 

learning and artificial intelligence, and they have a wide range 

of applications in many fields. 

 

 

  
 

Figure 1: Neural Network 

 

In the above figure 1, there are 3 types of layers:  

First, is the input layer that collects the raw data. Second, is 

the hidden layers that process the raw data and in the output 

layer, the result is generated based on the processed data. 

 

1.1 Types of Neural Network 

 

1.1.1 Multi-Layered Neural Network Model 

As stated in Figure 1, A Multi-Layered Neural 

Network (MLNN) is a type of artificial neural network that 

consists of multiple layers of interconnected nodes or 

artificial neurons. Each layer processes and transforms 

information as it flows through the network, allowing the 

network to learn hierarchical representations of the input data. 

MLNNs are particularly well-suited for tasks that require the 

processing of complex and high-dimensional data. However, 

designing and training MLNNs can be challenging, and 

requires selecting appropriate architectures and optimization 

ISSN 2278-3091 

Volume 12, No.3, May - June 2023 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse031232023.pdf 

https://doi.org/10.30534/ijatcse/2023/031232023 

 

 

 

mailto:urupatel818@gmail.com
mailto:123jigardakhara@gmail.com
http://www.warse.org/IJATCSE/static/pdf/file/ijatcse031232023.pdf
https://doi.org/10.30534/ijatcse/2023/031232023


 

Kishan Chandravadia et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 12(3), May – June  2023, 117-121 

118  

techniques. Despite these challenges, MLNNs are a powerful 

tool in many areas of machine learning and artificial 

intelligence. 
 

1.1.2 Machine Learning Technique 

 

Machine learning is a branch of artificial intelligence that 

involves the development of computational models and 

algorithms that enable computer systems to learn and make 

predictions or decisions based on data. It involves the use of 

statistical methods, optimization techniques, and other 

mathematical tools to build models that can detect patterns 

and relationships in data, and then use these models to make 

predictions or decisions about new data. Machine learning 

systems learn from experience by iteratively refining their 

models based on feedback from the data, and can improve 

their performance over time as they encounter more data. The 

ultimate goal of machine learning is to create intelligent 

systems that can learn, adapt, and make decisions in a way 

that mimics human intelligence 

 

1.1.3 Image Processing 

 

Image processing is the field of computer science and 

computer engineering that focuses on the analysis, 

manipulation, and interpretation of digital images. It involves 

using algorithms and techniques to extract information from 

images and to perform operations such as noise reduction, 

edge detection, and color correction. 

 

1.1.4 Image Dispersion Matrix 

 

Image dispersion matrix is a mathematical representation of 

the spread or distribution of image data in a multi-

dimensional space. It is used to describe the variations in the 

intensity or color of an image and to quantify the amount of 

dispersion or variation present in the data. 

 

1.1.5 Rotation Matrix 

 

A rotation matrix in a neural network is typically applied as 

part of a linear layer, such as a fully connected layer, and it is 

used to rotate the activation in the layer to a new orientation 

in the feature space. This can help to improve the 

expressiveness of the network and to increase its ability to 

capture more complex relationships in the data. 

 

1.1.6 False Rejection Rate (FRR) 

 

False Rejection Rate (FRR) is a statistical measure used to 

evaluate the performance of biometric systems, such as 

fingerprint recognition or facial recognition systems. It is the 

proportion of legitimate attempts that are incorrectly rejected 

by the system. 

 

1.1.7 False Acceptance Rate (FAR) 

 

False Acceptance Rate (FAR) is a statistical measure used to 

evaluate the performance of biometric systems, such as 

fingerprint recognition or facial recognition systems. It is the 

proportion of illegitimate attempts that are incorrectly 

accepted by the system. 

 

1.2 Use of this concept in the Signature Verification 

 

Signature verification is a critical task for determining 

whether a signature is authentic or fraudulent, and is widely 

used in applications such as financial transactions, legal 

documents, and access control systems. Traditional methods 

of signature verification relied on feature extraction 

techniques, but these methods have limitations, such as being 

sensitive to image quality and variations in writing habits. 

 

In recent years, there has been a growing interest in using 

neural networks for signature verification. Neural networks, 

particularly deep learning models, have shown the ability to 

learn complex and non-linear representations of data, making 

them well-suited for this task. 

 

There are several different approaches to using neural 

networks for signature verification, including using 

convolutional neural networks (CNNs) to extract features 

from signature images, using recurrent neural networks 

(RNNs) to model the temporal dynamics of a signature, or a 

combination of both CNNs and RNNs. 

 

Despite the promising results achieved by these neural 

network-based approaches, challenges remain. One of the 

main challenges is the problem of variability in signatures, 

which can be caused by factors such as age, health, and 

writing instruments. Another challenge is the problem of 

limited training data, which can lead to over fitting and poor 

generalization to new data. 

 

Overall, neural network-based approaches offer significant 

potential for improving the accuracy and robustness of 

signature verification. However, addressing the challenges of 

variability and limited training data will require ongoing 

research and development in this field. 

 

2. APPLICATION AREAS 

 

In the world of digitization security is utmost important thing, 

in order to maintain the security; we need more efficient tools 

to secure personal assets and data. So, for that signature 

verification is one of the powerful biometric verification 

systems here are some of the areas in which we can apply the 

system. 

 

Signature verification using neural networks has a wide range 

of applications, including: 

 

2.1 Financial transactions 
Banks and other financial institutions use signature 

verification to authenticate transactions and protect against 

fraud. Neural networks can be trained to recognize the unique 

features of a person's signature, making them well-suited for 

this task. 

 

2.2 Legal documents 

Signatures are often used to verify the identity of a person and 

confirm their agreement to the terms of a document. Neural 

networks can be used to verify the authenticity of signatures 

on legal documents, such as contracts and deeds. 

 

 



 

Kishan Chandravadia et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 12(3), May – June  2023, 117-121 

119  

2.3 Access control systems  
 

Signature verification can be used as a form of biometric 

authentication in access control systems, such as building 

entry systems and computer login systems. 

 

2.4 Human-computer interaction 

 

Signature verification can also be used in human-computer 

interaction, such as in digital signature pads and tablet 

devices, to confirm the identity of the user. 

 

2.5 Forensic Science 

 

Signature verification can also be used in forensic science, 

particularly in the identification of forgeries and fraudulent 

documents. 

 

2.6 Medical field 

 

Signature verification can also be used in the medical field, to 

confirm the identity of medical practitioners and their 

prescriptions. 

 

2.7 E-commerce and online payment 

 

Signature verification can be used to confirm the identity of 

the person before making a payment or completing a 

transaction on an e-commerce website. 

 

Overall, signature verification using neural networks has the 

potential to significantly improve the accuracy and security 

of a wide range of applications. 
 

 

3. ALGORITHMS / TECHNIQUES 

 

Here we have mentioned three algorithms from which Harris 

Algorithm and Surf Algorithm are used to find out patches 

and corners of signature form image and pixel-based method 

is used for detecting color depth in image. 

 

3.1 Harris Algorithm 

 

The Harris algorithm is a well-known method used in 

computer vision to detect corners in images. These corners 

are points in the image with unique and distinguishable 

features that can be used for object recognition, feature 

matching, and other applications. The algorithm detects 

corners by finding local maxima of a cornerness measure, 

which takes into account the intensity gradient of the image. 

The Harris cornerness measure is based on the second 

moment matrix of the gradient and is invariant to changes in 

intensity, scale, and orientation. 

 

Despite its effectiveness, the Harris algorithm has some 

limitations. One of the challenges is its sensitivity to noise, 

which can cause false detection of corners. Additionally, the 

Harris algorithm requires careful tuning of its parameters to 

achieve optimal performance, which can be time-consuming 

and challenging for novice users. 

 

 

In recent years, alternative corner detection algorithms, such 

as the Shi-Tomasi algorithm and the FAST algorithm, have 

been proposed to address these limitations. These algorithms 

use different cornerness measures and detection strategies 

that can be more robust to noise and require fewer parameters 

to be tuned. While the Harris algorithm remains a popular 

choice for corner detection, these newer algorithms offer 

promising alternatives for applications with more challenging 

image conditions. 

 

3.2 Surf Algorithm 

 

The Speeded-Up Robust Features (SURF) algorithm is a 

feature extraction algorithm in computer vision that was 

introduced by Herbert Bay, Tinne Tuytelaars and Luc Van 

Gool in 2006. SURF is an improved version of the SIFT 

(Scale-Invariant Feature Transform) algorithm that provides 

similar results but with faster processing times. 

 

SURF works by detecting and describing interest points or 

features in an image using a set of Haar wavelet responses. It 

uses an approximated scale-invariant hessian matrix to 

calculate scale-invariant features. SURF also uses an efficient 

approximation of the determinant of the hessian matrix to 

speed up the feature detection process. 

 

The features detected by SURF are invariant to scale, rotation, 

and affine transformations, which makes SURF useful for 

tasks such as object recognition, image alignment, and stereo 

vision. SURF is also highly effective for feature matching, as 

it provides a compact and distinctive description of the 

features. 

 

Overall, SURF provides similar results to SIFT, but with 

much faster processing times, making it a popular choice for 

real-time computer vision applications. 

 

3.3 Pixel Based Method: 

 

Pixel-based methods are image processing techniques that 

operate on individual pixels of an image. These methods 

manipulate the intensity values of pixels in an image to 

produce a desired result, such as edge detection, thresholding, 

and color correction.  

 

Pixel-based methods are straightforward and easy to 

implement, but they do not take into account the spatial 

relationship between pixels, which can lead to over- or under-

enhancement of certain features in the image. For example, a 

simple thresholding operation may produce strong edges, but 

it may also produce noise and loss of fine details. 

 

Despite these limitations, pixel-based methods continue to be 

widely used due to their simplicity and speed. They are also 

the building blocks for more complex image processing 

algorithms, such as filter-based and object-based methods. 

 

Overall, pixel-based methods are a fundamental technique in 

image processing and computer vision that involve 

manipulating individual pixels in an image to perform various 

tasks. These methods are widely used in applications such as 

image segmentation, feature extraction, and image 

restoration. 
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4. TOOLS & TECHNOLOGY 

 

To make a working model of signature verification we need 

some special technologies and tools which helps to build the 

reliable system in which we use MATLAB for mathematical 

algorithm purpose, Wing Python IDE for productive machine 

learning coding and analysis and three-layer technology for 

developing fast and accurate automated system which can 

learn and archive high accuracy.  

 

4.1 MATLAB 

 

MATLAB (short for "Matrix Laboratory") is a proprietary 

programming language and numerical computing 

environment developed by MathWorks. It was first released 

in 1984 and has since become a widely used tool for technical 

computing, data analysis, and visualization.  

 

MATLAB is widely used in many fields, including 

engineering, science, and finance, for a variety of tasks, 

including: 

 

4.1.1 Data analysis 

 

MATLAB provides various tools for data analysis and 

visualization, including statistical analysis, curve fitting, and 

data mining. 

 

4.1.2 Numerical computation 

 

MATLAB offers an extensive collection of mathematical 

functions and tools for performing numerical computations 

and working with matrices. 

 

4.1.3 Modeling and simulation 

 

MATLAB provides a wide range of tools for modeling and 

simulation, including symbolic computation, dynamic 

systems, and optimization. 

 

4.1.4 Algorithm development 

 

MATLAB provides a high-level programming language and 

a large library of functions that can be used to develop 

complex algorithms for a variety of applications. 

 

4.1.5 Application development 

 

MATLAB provides a platform for developing graphical user 

interfaces and integrating algorithms into desktop and web 

applications. 

 

Overall, MATLAB is a powerful and versatile tool for 

technical computing, and it is widely used by researchers, 

engineers, and scientists for data analysis, numerical 

computation, and algorithm development. 

 

4.2 Wing Python IDE 

 

Wing Python IDE is a cross-platform integrated development 

environment (IDE) for the Python programming language. It 

was developed by Wingware and was first released in 1999. 

 

Wing Python IDE is designed to make it easier and faster to 

write, debug, and maintain Python code. It provides a variety 

of features that make it a popular choice among Python 

developers, including: 

 

4.2.1 Code editor 

 

Wing provides a robust and customizable code editor with 

syntax highlighting, code folding, and auto-completion for 

Python and other programming languages. 

 

4.2.2 Debugging 

 

Wing provides an interactive debugger that allows developers 

to step through code, inspect variables, and set breakpoints. 

 

4.2.3 Testing 

 

Wing provides a testing framework that makes it easy to write 

and run unit tests for Python code. 

 

4.2.4 Refactoring 

 

Wing provides a set of refactoring tools that allow developers 

to make large-scale changes to their code in a safe and 

organized manner. 

 

4.2.5 Version control 

 

Wing provides integration with popular version control 

systems, including Git, Mercurial, and Subversion. 

 

Overall, Wing Python IDE is a well-designed and feature-rich 

IDE that makes it easier and faster to develop Python code. It 

is widely used by Python developers for a variety of 

applications, including scientific computing, web 

development, and data analysis. 

 

4.3 Three Layered Neural Network Technology 

 

A three-layer neural network (NN) is a type of artificial neural 

network that consists of three layers: an input layer, a hidden 

layer, and an output layer. 

 

The input layer receives input data and passes it on to the 

hidden layer, where it is processed and transformed into 

intermediate representations. Each node in the input and 

hidden layers corresponds to a feature or a set of features. 

 

The number of nodes in the hidden layer can vary, and it is 

often a hyperparameter that is adjusted to optimize the 

performance of the NN. The output layer produces the final 

predictions or decisions based on the intermediate 

representations computed in the hidden layer. 

 

A three-layer NN is a flexible and powerful model that can be 

used for a variety of tasks, including classification, 

regression, and clustering. It can be trained using supervised 

learning algorithms, such as gradient descent, and it can be 

optimized to minimize the error between the predicted and 

actual outputs. 
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Overall, a three-layer NN is a fundamental building block for 

more complex neural networks and deep learning models. It 

provides a solid foundation for understanding the principles 

of neural networks and deep learning, and it is widely used in 

various fields, including computer vision, natural language 

processing, and speech recognition. 

 

5. BACKGROUND STUDY 

 

The system is trained using signature records obtained from 

individuals whose signatures require validation through the 

system. An average signature is computed for each subject by 

extracting features from a set of the subject's genuine 

signatures. The accuracy achieved in this research was up to 

80%. [2] 

 

The primary objective of this system is to eliminate human 

error in signature verification, which can occur when relying 

solely on human judgment. This system considers various 

factors such as index points, corner points, sign width at 

different points, etc., making it difficult for someone to 

deceive the system. As a result, it provides accurate, smooth, 

and faster signature verification, and it is easy to understand 

and use even for those without knowledge of image 

processing. 

 

If banks or companies implement this system, customers will 

feel more secure and trustworthy. This project has the 

potential to revolutionize signature verification and change 

the practices of various institutions. [3] 

 

Signatures are an essential aspect of various economic, 

commercial, and legal transactions. An authorized signature 

carries a significant weight as it serves as a seal of approval. 

This research paper proposes a signature verification system 

that employs various techniques such as image pre-

processing, line feature extraction, feature selection, and 

verification using a neural network. 

 

The system was evaluated on a dataset that was different from 

the ones used for training. Out of 300 signatures (150 genuine 

and 150 fake), the system accurately identified 248 

signatures, resulting in an overall classification accuracy of 

82.66% in generalization. This research offers a promising 

method for signature verification, which can significantly 

reduce the likelihood of errors and improve the overall 

reliability of signature verification processes. [1] 

 

The researcher has proposed a novel signature verification 

system that does not rely on computer or network 

connectivity, but instead utilizes the global and local features 

of signatures. The system applies pre-processing on the 

signature to extract a binary image and then computes the 

global and local feature points from it to generate a feature 

vector. All verification are made based on these feature 

points. The feature vectors obtained from the global and local 

features are used to compare with the feature vectors of 

subsequent signature samples. The system is capable of 

detecting both natural and random forgeries, and can 

effectively remove skilled forgeries to a greater extent. The 

main objective of the study is to reduce two crucial 

parameters, the False Acceptance Rate (FAR) and False 

Rejection Rate (FRR). The results are presented in terms of 

FAR and FRR, and a comparative analysis is carried out with 

existing methods. The proposed system has shown superior 

performance compared to most existing methods. [4]. 

 

6. CONCLUSION 

 

Based on the above review of the research paper, it can be 

concluded that neural networks can be an effective tool for 

signature verification, achieving an 85% accuracy rate using 

various algorithms and technologies. The model created is 

also relatively fast and simple, making it accessible to 

individuals without extensive knowledge of image 

processing. This system could potentially be used by 

companies, such as banks, to provide customers with a greater 

sense of security. 

 

However, it is important to note that the 15% failure rate 

indicates that there is still room for improvement in the 

accuracy of the system, particularly in cases where important 

transactions are involved. It is also possible that the 

limitations of the dataset used in the study may have impacted 

the overall accuracy of the model. Therefore, further research 

and development may be necessary to address these 

limitations and improve the overall accuracy of the system. 
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