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ABSTRACT 

 

This study aims to compare the accuracy of the sentiment 

analysis of TikTok application users using the Naïve Bayes 

algorithm and the Support Vector Machine. The data set in this 

study comes from comments from Tiktok users on Twitter 

social media. Comparison of the accuracy of sentiment 

analysis in this study was carried out through three tests. The 

first test was conducted on 848 tweets, the second test used 

957 tweet data, and the third test used 1,925 tweet data. 

Testing is done by dividing the data by 70% for training data 

and 30% for test data. The results showed that the accuracy of 

the Naive algorithm was 89.35% and 94.08% using the 

Support Vector Machine algorithm. 

 

Key words : Sentiment Analysis, TikTok, Naïve Bayes, Support 

Vector Machine, Twitter.  

 

1. INTRODUCTION 

 

In recent years the growth of digital data is increasing, and 

knowledge discovery and data mining have attracted 

significant attention with the need to turn that data into useful 

information and knowledge. The use of information and 

knowledge extracted from large amounts of data is beneficial 

for many applications, such as market analysis and business 

management [1]. In many applications, databases store 

information in text form, making text mining one of the least 

desirable areas for research. One implementation of data 

mining is sentiment analysis. 

 

Sentiment analysis is interpreting and classifying user 

emotions (positive, negative, or neutral) about a subject in text 

data using text analysis [2]. Researchers widely use sentiment 

analysis as a branch of research in computer science. Social 

networks like Twitter are commonly used in sentiment analysis 

to determine public perception. Sentiment analysis can also be 

equated with opinion mining because it focuses on opinions  

 

 
 

 

 

 

that are stated positively or negatively [3]. With the help of 

sentiment analysis, unstructured information can be converted 

into more structured data, which can then be used to explain 

people's opinions about products, brands, services, politics, or 

other topics. Companies, governments, and other fields then 

use these data to conduct marketing analysis, product 

feedback, and community services [4]. 

 

Several methods can be used to perform sentiment analysis, 

one of which is machine learning. Machine learning is used to 

produce robots capable of classifying types of sentiment in 

textual data [5]. Machine learning is a branch of artificial 

intelligence that can access existing data at its command. 

Machine learning can study existing data, perform specific 

tasks, and learning algorithms and statistical models. 

 

A social media application is a computer program made to 

work on and carry out specific tasks from users that can help 

users quickly use it. The existence of applications in this era 

makes it easier for us to communicate with people who are far 

away and will be close. TikTok is one of the most popular 

applications today; TikTok users in Indonesia are dominated 

by teenagers aged 14-24 years. Tiktok users in Indonesia 

reached 92.2 million users, calculated as of July 2021 [6]. The 

application allows users to create short music videos. TikTok 

is not just making videos but can send video results to social 

media such as Instagram, YouTube, and others that users have 

made, as well as being able to see the results of videos that 

other people have made and give likes and comments on 

videos that users have shared. 

 

The comments and opinions given were positive, and some 

were negative. Comments and opinions, especially those 

contained in social media, are a source of data that can be used 

to measure the popularity of a program or product launched. 

Support or rejection of a program can be calculated based on 

comments and public opinion on social media [7].  

 

An application always has its advantages and disadvantages, 

which can lead to various responses from application users, 

such as satisfaction and disappointment with the application. 
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Social media is a place to express user satisfaction and 

dissatisfaction or opinions about the application. This can be 

used as material for sentiment analysis for the Tiktok 

application. This study compares the results of sentiment 

analysis accuracy of the satisfaction of users of the TikTok 

application using the Naïve Bayes algorithm and the support 

vector machine.  

 

2. METHODS 

 

The research stages in writing this research are shown in figure 

1 below : 
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Figure 1 : Research stages 

 

A. Data Collecting 

This process takes reviews from the Twitter application. 

The input data to be used comes from @tiktok tweets. In this 

case, the review that will be taken is a review of the Twitter 

application that is entered in the CSV format. The amount of 

review data is total - data consisting of positive and negative 

comments. 

B. Data Cleansing.  

The cleansing stage is the word cleaning stage, which does 

not affect the sentiment classification results [8]. The tweet 

document component has various attributes that do not affect 

sentiment because almost every tweet has these attributes. 

Examples of unimportant attributes are mentioned starting 

with attributes ('@'), hashtags starting with attributes ('#'), 

links starting with attributes ('http','bit.ly') and symbol 

characters (~!@#$%^&*()_+?<>,.?:{}[]|). The attributes that 

have no effect will be removed from the document and 

replaced with a space character. 

C. TF-IDF.  

Term Frequency-Inverse Document Frequency (TF-IDF) 

weighting is transforming data from textual data into numeric 

data for each word or feature to be weighted [9]. TF-IDF is a 

statistical measure used to evaluate a word's importance in a 

document. TF is the frequency of occurrence of a word in each 

given document indicating how important that word is in each 

of those documents [10]. DF is the frequency of documents 

containing the word's meaning and the word's prevalence. IDF 

is the inverse of the DF value. The result of word weighting 

using TF-IDF is the multiplication result of TF multiplied by 

IDF [11]. The word weight is more significant if it frequently 

appears in a document and is smaller if it appears in many 

documents [12]. Figure 2 is an illustration of the TF-IDF 

process. 

 

 
Figure 2 : Illustration of the TF-IDF Algorithm 

 

where : D1…D5 = document 

  TF = the number of words in each document 

  N = document totals 

  Df = the number of documents on the word searched 

 

The formula for TF-IDF word weighting is : 

     (1) 

where : Wt,d =  TF-IDF weight 

 tft,d  =  number of word frequencies 

 idft =  number of document frequency inverse per 

word 

 dft =  number of document frequency per word 

 N =  total number of documents 

 

The result of weighting words with TF-IDF is the 

multiplication of the TF and IDF values, resulting in a smaller 

weight if the word frequently appears in each document in the 

collection. On the other hand, the TF-IDF weight will be 

greater if the word rarely appears in every document in the 

group. In this study, the TF-IDF weighting used is TF-IDF 

without normalization [13]. 
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D. Naïve Bayes 

Naïve Bayes is a simple probability classification method 

that applies Bayes' Theorem with a high independence 

assumption [14]. The use of the Naive Bayes method in this 

study is based on a large number of datasets used, so it requires 

a technique that has a fast performance in classification and 

high accuracy [15]. 

 

The Naive Bayes method takes two stages in the text 

classification process: the training and testing stages. The 

training process is used for the sentiment analysis model, 

which aims as a classification guide with testing data or 

different data. The calculation of the comparison between the 

terms in the data testing with each existing class can be done 

with equation 2 [16].  

       (2) 

 

where :  C  = class category tested 

 d  = document 

 wi  = the i word 

 w(i,c)  = the number of words wi in C 

 count (C)  = word in C class 

 |V|  = number of word 

 

In this equation, there is an additional 1 in the numerator to 

avoid a 0 value in the probability if there is a word in the test 

document that has a zero value because it is not in the training 

document. 

E. Support Vector Machine 

Support Vector Machine (SVM) is a classification 

algorithm to find a separator function that can separate two 

sets of data from two different classes [17]. SVM has a 

hyperplane that separates the two classes of data by as wide a 

margin as possible, leading to good generalization accuracy on 

unseen data and supporting unique optimization methods that 

enable SVM to learn from large amounts of data [18]. 

 

The basic principle of SVM is a linear classifier. It is 

further developed to work on on-linear problems by 

incorporating the kernel trick concept in high-dimensional 

workspaces [17]. Support vector machine (SVM) is a 

classification method using machine learning (supervised 

learning) that predicts classes based on models or patterns 

from the training process results [19]. Classification is done by 

looking for a hyperplane or boundary line (decision boundary) 

that separates one class from another class, in which case the 

bar plays a role in separating data from different types or with 

the positive sentiment (labeled +) from data with a negative 

view (labeled -) [20].  

 

The best-dividing hyperplane between two classes can be 

found by measuring the hyperplane margin and finding its 

maximum point. Margin is the distance between the 

hyperplane and the nearest data from each category. The 

closest subset of the training data set is called the carrier 

vector. Efforts to find the optimal hyperplane location form the 

basis of the learning process at SVM [21]. 

3. RESULT AND DISCUSSION 

A. Data Source 

The data source used in this study is text data crawled from 

Twitter social media by using the Twitter search attribute for 

those who have done the Twitter Connecting API to get an 

access token select attributes. The access token is used to 

select data that is crawled only text comments, text that has 

been crawled with the name 'data crawl tiktok.csv.' The 

implementation of the data collection process model is 

presented in the figure 3. 

 
Figure 3 : Data crawling using the rapidminer tool 

 

B. Data Cleaning 

The following process is the cleansing stage; in this stage, 

there are several activity steps, namely cleaning the data, 

which will later be used in the data modeling stage. These 

steps include deleting expressions, removing the at sign (@), 

and deleting numbers, HTTPS addresses and hashtags. The 

cleansing process model for this cleansing process is shown in 

figure 4. 

 

 
Figure 4: Data cleaning using rapidminer tool 

 

C. Modelling 

The following results of data modeling labeled positive 

and negative using the Naïve Bayes and Support Vector 

Machine algorithms are presented in figure 5. 

 

 
Figure 5 : Naïve Bayes and Support Vector Machine 

Modelling 
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D. Evaluation 

The following process is to evaluate by comparing the two 

methods being analyzed, namely the Naïve Bayes and Support 

Vector Machine algorithms in the form of accuracy. This 

evaluation is carried out to find out the benefits of the model 

made in the previous stage. The review was carried out using a 

confusion matrix, namely the false positive rate (FP rate), false 

negative rate (FN rate), actual positive rate (TP rate) and valid 

negative rate (TN rate) as indicators. Based on the results of 

the first test of the Naïve Bayes model, the accuracy value is 

shown in Figure 6. The actual positive rate is 266 records, 

categorized as positive labels, and the false positive rate is 

246, categorized as negative. Then the actual negative rate is 

236 records categorized as negative labels, and the false 

negative rate is 100 records classified as positive. Figure 7 

shows the accuracy level of the Naïve Bayes algorithm is 

59.20%. 

 
Figure 6 : The accuracy value of the Naïve Bayes algorithm in 

the first test 

 
Figure 7 : Performance vector of the Naïve Bayes algorithm 

in the first test 

The level of accuracy of sentiment analysis is measured 

using equation 3. 

*100       (3) 

 

so that the accuracy level is obtained :  

 

 = *100 

= *100 

= 59,20% 

 

Based on the results of the first test of the Support Vector 

Machine model, the accuracy value is found in figure 8, 

showing the number of true positive rates is 492 records 

categorized as positive labels and false positive rates are 20 

records classified as negative labels. Then the true negative 

rate is 89 records categorized as negative labels, and the false 

negative rate is 247 records categorized as positive labels. 

Figure 9 shows the accuracy level of the SVM algorithm is 

68.51%. 

 
Figure 8 : Accuracy value of the Support Vector Machine 

algorithm in the first test 

 

 
Figure 9 : Performance vector of the Support Vector Machine 

Algorithm in the first test 

 

By equation 3, the level of accuracy obtained in the first test is 

equal to : 

 

Accuracy  = *100 

= *100 

= 68,51% 

 

After testing three times for each algorithm with a different 

amount of data, the accuracy results are obtained, as shown in 

table 1. 

Table 1 : Results of model testing accuracy 

Testing Amount of 

Data 

Level of accuracy 

Naïve Bayes Support Vector 

Machine 

1st 848 tweets 59,20% 68,51% 

2nd 957 tweets 66,57% 74,50% 

3rd 1.925 tweets 89,35% 94,08% 

 

5. CONCLUSION 

Based on the results of crawling the satisfaction of Twitter 

social media users with the TikTok application, there were 

3,730 tweets with positive sentiments of 2,977 tweets and 

negative emotions of 797 tweets which were divided into three 

tests, with each test divided into two types of data with a ratio 

of 70% for 30 training data. % for test data with Naïve Bayes 

and Support Vector Machine algorithms. Through the 

preprocessing and modeling process and the evaluation 

process for categorizing positive and negative labeled reviews, 

it can be seen that the final result of the Naïve Bayes accuracy 

value in the first test was 59.20%. The Support Vector 

Machine was 68.51%, and the Naïve Bayes accuracy in the 

second test was 66.57 %. The Support Vector Machine 

algorithm has a better level of accuracy when compared to 

Naïve Bayes, with an advantage rate of 9.31% in the first test, 

7.93% in the second test and 4.73% in the third test. 
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