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ABSTRACT: To maximize the profit, a service provider should understand both service charges and business 
costs, and how they are determined by the characteristics of the applications and the configuration of a multi 
server system. The problem of optimal multi server configuration for profit maximization in a cloud computing 
environment is studied. Our pricing model takes such factors into considerations as the amount of a service, the 
workload of an application environment, the configuration of a multi server system, the service-level agreement, 
the satisfaction of a consumer, the quality of a service, the penalty of a low-quality service, the cost of renting, 
the cost of energy consumption, and a service provider’s margin and profit. Our approach is to treat a multi 
server system as an M/M/m queuing model, such that our optimization problem can be formulated and solved 
analytically. Two server speed and power consumption models are considered, namely, the idle-speed model 
and the constant-speed model. The probability density function of the waiting time of a newly arrived service 
request is derived. The expected service charge to a service request is calculated. The expected net business gain 
in one unit of time is obtained. Numerical calculations of the optimal server size and the optimal server speed 
are demonstrated 
KEYWORDS: Cloud computing, multi server system, pricing model, profit, queuing model, response time. 
 
 

I. INTRODUCTION 
 

CLOUD computing is quickly becoming an 
effective and efficient way of computing resources 
and computing services consolidation. By 
centralized management of resources and services, 
cloud computing delivers hosted services over the 
Internet, such that accesses to shared hardware, 
software, databases, information, and all resources  
computing is able to provide the most cost-effective 
and energy-efficient way of computing resources 
management and computing services provision. 
Cloud computing turns information technology into 
ordinary commodities and utilities by using the pay-
per-use pricing model . However, cloud computing 
will never be free, and understanding the economics 
of cloud computing becomes critically important. 
One attractive cloud computing environment is a 
three tier=structure, which consists of infrastructure 
vendors, service providers, and consumers. The 
three parties are also called cluster nodes, cluster 
managers, and consumers in cluster computing 
systems, and resource providers, service providers, 
and clients in grid computing systems. An 
infrastructure vendor maintains basic hardware and 
software facilities. A service provider can build 
different multi server systems for different 
application domains, such that service requests of 
different nature are sent to different multi server 
systems. Each multi server system contains multiple 
servers,  
 

and such a multi server system can be devoted to 
serve one type of service requests and applications. 
An application domain is characterized by two basic 
features, i.e., the workload of an application 
environment and the expected amount of a service. 
The configuration of a multi server system is 
characterized by two basic features, i.e., the size of 
the multi server system (the number of servers) and 
the speed of the multi server system (execution 
speed of the servers).Like all business, the pricing 
model of a service provider in cloud computing is 
based on two components, namely, the income and 
the cost. For a service provider, the income (i.e., the 
revenue) is the service charge to users, and the cost 
is the renting cost plus the utility cost paid to 
infrastructure vendors. A pricing model in cloud 
computing includes many considerations, such as 
the amount of a service (the requirement of a 
service), the workload of an application 
environment, the configuration (the size and the 
speed) of a multi server system, the service-level 
agreement, the satisfaction of a consumer (the 
expected service time), the quality of a service (the 
task waiting time and the task response time),  the 
penalty of a low-quality service, the cost of renting, 
the cost of energy consumption, and a service 
provider’s margin and profit. The profit (i.e., the net 
business gain) is the income minus the cost. To 
maximize the profit, a service provider should 
understand both service charges and business costs, 
and in particular, how they are determined by the 
characteristics of the applications and the 
configuration of a multiserver system. The service 
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charge to a service request is determined by two 
factors, i.e., the expected length of the service and 
the actual length of the service. The expected length 
of a service (i.e., the expected service time) is the 
execution time of an application on a standard 
server with a baseline or reference speed. Once the 
baseline speed is set, the expected length of a 
service is determined by a service request itself, i.e., 
the service requirement (amount of service) 
measured by the number of instructions to be 
executed. The longer (shorter, respectively) the 
expected length of a service is, the more (less, 
respectively) the service charge is. The actual  
length of a service (i.e., the actual service time) is 
the actual execution time of an application. The 
actual length of a service depends on the size of a 
multi server system, the speed of the servers (which 
may be faster or slower than the baseline speed), 
and the workload of the multi server system. Notice 
that the actual service time is a random variable, 
which is determined by the task waiting time once a 
multi server system is established. There are many 
different service performance metrics in service-
level agreements. Our performance metric in this 
paper is the task response time (or the turn around 
time), i.e., the time taken to complete a task, which 
includes task waiting time and task execution time. 
The service-level agreement is the promised time to 
complete a service, which is a constant times the 
expected length of a service.  

If the actual length of a service is (or, a 
service  request is completed) within the service-
level agreement, the service will be fully charged. 
However, if the actual length of a service exceeds 
the service-level agreement, the service charge will 
be reduced. The longer (shorter, respectively) the 
actual length of a service is, the more (less, 
respectively) the reduction of the service charge is. 
In other words, there is penalty for a service 
provider to break a service-level agreement. If the 
actual service time exceeds certain limit (which is 
service request dependent), a service will be entirely 
free with no charge. Notice that the service charge 
of a service request is a random variable, and we are 
interested in its expectation. The cost of a service 
provider includes two components, i.e., the renting 
cost and the utility cost. The renting cost is 
proportional to the size of a multi server system, i.e., 
the number of servers. The utility cost is essentially 
the cost of energy consumption and is determined 
by both the size and the speed of a multi server 
system. The faster (slower,  respectively) the speed 
is, the more (less, respectively) the utility cost is. To 
calculate the cost of energy consumption, we need 
to establish certain server speed and power 
consumption models. Hence, a powerful multi 
server system reduces the penalty of  breaking a 
service-level agreement and increases the revenue. 
However, more servers (i.e., a larger multi server 
system) increase the cost of facility renting from the 

infrastructure vendors and the cost of base power 
consumption. Furthermore, faster servers increase 
the cost of energy consumption. Such increased cost 
may counterweight the gain from penalty reduction. 

 
II.PROPOSED WORK 

 
Therefore, for an application environment 

with specific workload which includes the task 
arrival rate and the average task execution 
requirement, a service provider needs to decide an 
optimal multi server configuration (i.e., the size and 
the speed of a multi server system), such that the 
expected profit is maximized. In this paper, we 
study the problem of optimal multi server 
configuration for profit maximization in a cloud 
computing environment. Our approach is to treat a 
multi server system as an M/M/m queuing model, 
such that our optimization problem can be 
formulated and solved analytically. We consider two 
server speed and power consumption models, 
namely, the idle-speed model and the constant-speed 
model. Our main contributions are as follows.  

To the best of our knowledge, there has 
been no similar investigation in the literature, 
although the method of optimal multi core server 
processor configuration has been employed for other 
purposes, such as managing the power and 
performance trade off. One related research is user-
centric and market-based and utility-driven resource 
management and task scheduling, which have been 
considered for cluster computing systems and grid 
computing systems. To compete and bid for shared 
computing resources through the use of economic 
mechanisms such as auctions, a user can specify the 
value (utility, yield) of a task, i.e., the reward (price, 
profit) of completing the task.  

 
III. MODELS 

 
MULTISERVER MODEL 
A cloud computing service provider serves users’ 
service requests by using a multi server system, 
which is constructed and maintained by an 
infrastructure vendor and rented by the service 
provider. The architecture detail of the multi- server 
system can be quite flexible.  
WAITING TIME DISTRIBUTION 
Let W denote the waiting time of a new service 
request that arrives to a multi server system. To this 
end, we consider W in different situations, 
depending on the number of tasks in the queuing 
system when a new service request arrives. 
Let Wk denote the waiting time of a new task that 
arrives to an M/M/m queuing system under the 
condition that there are k tasks in the queuing 
system when the task arrives. 
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Notice that a multi server system with multiple 
identical servers has been configured to serve 
requests from certain application domain. Therefore, 
we will only focus on task waiting time in a waiting 
queue and do not consider other sources of delay, 
such as resource allocation and provision, virtual 
machine instantiation and deployment, and other 
overhead in a complex cloud computing 
environment 
SERVICE CHARGE 
If all the servers have a fixed speed s, the execution 
time of a service request with execution 
requirement. The response time T is related to the 
service charge to a customer of a service provider in 
cloud computing. To study the expected service 
charge to a customer, we need a complete 
specification of a service charge based on the 
amount of a service, the service-level agreement, the 
satisfaction of a consumer, the quality of a service, 
the penalty of a low-quality service, and a service 
provider’s margin and profit. Let s0 be the baseline 
speed of a server. We define the service charge 
function for a service request with execution 
requirement r and response time T to be 
 

 

If the response time T to process a service request is 
no longer than a constant c times the task execution 
time with speed s0), where the constant c is a 
parameter indicating the service level agreement, 
and the constant s0 is a parameter indicating the 
expectation and satisfaction of a consumer, then a 
service provider considers that the service request is 
processed successfully with high quality of service 
and charges a customer ar, which is linearly 
proportional to the task execution requirement r(i.e., 
the amount of service), where a is the service charge 
per unit amount of service (i.e., a service provider’s 
margin and profit). . If the response time T to 
process a service request is longer than but no 
longer than, then a service provider considers that 
the service request is processed with low quality of 
service and the charge to a customer should 
decrease linearly as T increases. The parameter d 
indicates the degree of penalty of breaking the 
service-level agreement then a service provider 
considers that the service request has been waiting 
too long, so there is no charge and the service is 
free.  
NET BUSINESS GAIN 
Since the number of service requests processed in 
one unit of time is _ in a stable M/M/m queuing 
system, the expected service charge in one unit of 
time is  which is actually the expected revenue of a 
service provider. Assume that the rental cost of one 
server for unit of time is Also, assume that the cost 
of energy is  per Watt. The cost of a service provider 
is the sum of the cost of infrastructure renting and 
the cost of energy consumption, i.e., _m þ P Then, 
the expected net business gain (i.e., the net profit) of 
a service provider in one unit of  
In the first case, there is no enough business (i.e., 
service requests). In this case, a service provider 
should consider reducing the number of servers m 
and/or server speed s, so that the cost of 
infrastructure renting and the cost of energy 
consumption can be reduced. In the second case, 
there is too much business (i.e., service requests). In 
this case, a service provider should consider 
increasing the number of servers and/or server 
speed, so that the waiting time can be reduced and 
the revenue can be increased. 
 

IV. RESULTS 
 

To formulate and solve our optimization problems 
analytically, we need a closed-form expression of C. 
To this end, let us use the following closed-form 
approximation.  
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V. CONCLUSION 
 

We have proposed a pricing model for cloud 
computing which takes many factors into 
considerations, such as the requirement r of a 
service, the workload _ of an application 
environment, the configuration (m and s) of a 
multiserver system, the service level agreement c, 
the satisfaction (r and  s0) of a consumer, the quality 
(W and T) of a service, the penalty d of a low-
quality service, the cost (_ and m) of renting, the 
cost ( P_, and P) of energy consumption, and a 
service provider’s margin and profit a. By using an 
M/M/m queuing model, we formulated and solved 
the problem of optimal multiserver configuration for 
profit maximization in a cloud computing 
environment. Our discussion can be easily extended 
to other service charge functions. Our methodology 
can be applied to other pricing models 
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