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Abstract: 
CLOUD computing presents a 

new way to enhancement the current 
utilize and delivery model for IT 
services based on the Internet, by 
providing for dynamically scalable and 
often virtualized resources as a service 
over the Internet. To date, there are a 
number of notable commercial and 
individual cloud computing services, 
including Amazon, Google, Microsoft, 
Yahoo, and Sales force [19]. Details of 
the services provided are abstracted 
from the users who no longer need to 
be experts of technology infrastructure. 
A novel highly decentralized 
information accountability framework 
to keep track of the actual usage of the 
users’ data in the cloud. In particular, 
an object-centered approach that 
enables enclosing our logging 
mechanism together with users’ data 
and policies. We leverage the JAR 
programmable capabilities to both 
create a dynamic and traveling object, 
and to ensure that any access to users’ 
data will trigger authentication and 
automated logging local to the JARs. 
In our proposed system we address the 
problem of forwarding data to another 
user by storage servers directly under 
the command of the data owner. We 
consider the system model that consists 
of distributed storage servers and key 
servers. Since storing cryptographic 
keys in a single device is risky, a user 

 
distributes his cryptographic key to key 
servers  that  shall  perform 
cryptographic  functions  on  behalf  of 
the user. These key servers are highly 
protected by security mechanisms. The 
distributed  systems  require 
independent servers to perform all 
operations.  We  propose  a  new 
threshold proxy re-encryption scheme 
and integrate it with a secure 
decentralized code to form a secure 
distributed storage system. The 
encryption scheme supports encoding 
operations  over  encrypted  messages 
and forwarding operations over 
encrypted and encoded messages. 
 
 
Index Terms—Decentralized erasure 
code, proxy re-encryption, threshold 
cryptography, secure storage system. 
 

I. INTRODUCTION 
In this paper, we address the 

problem of forwarding data to another 
user by storage servers directly under 
the command of the data owner. We 
consider the system model that consists 
of distributed storage servers and key 
servers. Since storing cryptographic 
keys in a single device is risky, a user 
distributes his cryptographic key to key 
servers that shall perform crypto- 
graphic functions on behalf of the user. 
These key servers are highly protected 
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by security mechanisms. To well fit the 
distributed structure of systems, we 
require that servers independently 
perform all operations. With this 
consideration, we propose a new 
threshold proxy re-encryption scheme 
and integrate it with a secure 
decentralized code to form a secure 
distributed storage system. The 
encryption scheme supports encoding 
operations  over  encrypted  messages 
and     forwarding     operations     over 
encrypted and encoded messages. The 

supports decentralized erasure 
codes over encrypted messages 
and forwarding operations over 
encrypted and encoded 
messages. Our system is highly 
distributed  where  storage 
servers independently encode 
and forward messages and key 
servers independently perform 
partial decryption. 

2.   We present a general setting for 
the  parameters  of  our  secure 
cloud    storage    system.    Our 

tight integration of encoding, parameter   setting   of n  ak c 

encryption, and forwarding makes the supersedes the previous one of 
storage  system  efficiently  meet  the 
requirements of data robustness,  data 

 

n  ak  k where c  1.5and a  26


confidentiality, and data forwarding. 
Accomplishing the integration with 
consideration of a distributed structure 
is challenging. Our system meets the 
requirements that storage servers 
independently  perform  encoding  and 
re-encryption and key servers 
independently perform partial 
decryption.  Moreover  we consider the 
system in a more general setting than 
previous works. This setting allows 
more flexible adjustment between the 
number    of    storage    servers    and 

3.   encoding, that is, each 
codeword symbol is 
independently computed. To 
store a message of k blocks, 
each storage server linearly 
combines the blocks with 
randomly chosen coefficients 
and  stores  the  codeword 
symbol and coefficients. To 
retrieve the message, a user 
queries k storage servers for the 
stored codeword symbols and 
coefficients and solves 

c 
 

robustness. Our  result  n=ak allows  the 
 

Our contributions. Assume that there 
are n distributed storage servers and m 
key servers  in  the  cloud  storage 
system. A message is divided into k 
blocks and represented as a vector of k 
symbols. Our contributions are as 
follows: 

1. We construct a secure cloud 
storage system that supports the 
function of secure data forwarding 
by using a threshold proxy re-
encryption scheme. The encryption       
scheme 

number  of  storage  servers  be  much 
greater than the number of blocks of a 
message. In practical systems, the 
number  of  storage  servers  is  much 
more than k. The sacrifice is to slightly 
increase  the  total  copies  of  an 
encrypted message symbol sent to 
storage servers. Nevertheless, the 
storage size in each storage server does 
not   increase   because   each   storage 
server stores an encoded result (a 
codeword    symbol),    which    is    a 
combination of encrypted message 
symbols.
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2 RELATED WORKS 
We briefly review distributed 

storage systems, proxy re-encryption 
schemes, and integrity checking 
mechanisms. 

 
 

2.1 Distributed Storage Systems 
At  the  early  years,  the 

Network-Attached Storage (NAS) [7] 
and  the  Network  File  System  (NFS) 
[8] provide extra storage devices over 
the network such that a user can access 
the storage devices via network 
connection. Afterward, many 
improvements on scalability, 
robustness, efficiency, and security 
were proposed [1], [2], [9]. A 
decentralized architecture for storage 
systems  offers  good  scalability, 
because a storage server can join or 
leave without control of a central 
authority.  To  provide  robustness 
against  server  failures,  a  simple 
method is to make replicas of each 
message and store them in different 
servers. However, this method is 
expensive as z replicas result in z times 
of expansion. 
2.2 Proxy Re-Encryption Schemes 
Proxy re-encryption schemes are 
proposed  by  Mambo  and  Okamoto 
[14] and Blaze et al. [15]. In a proxy 
re-encryption scheme,  a proxy server 
can transfer a ciphertext under a public 
key PKA to a new one under another 
public  key  PKB  by  using  the  re- 
encryption key   The server does 
not know the plaintext  during 
transformation.  Ateniese  et  al.  [16] 
proposed   some   proxy   re-encryption 
schemes   and   applied   them   to   the 
sharing   function   of   secure   storage 
systems. In their work, messages are 
first encrypted by the owner and then 
stored in a storage server. When a user 
wants to share his messages, he sends a 
re-encryption key to the storage server. 

The   storage   server   re-encrypts   the 
encrypted messages for the authorized 
user.   Thus,   their   system   has   data 
confidentiality  and  supports  the  data 
forwarding function. Our work further 
integrates encryption, re-encryption, 
and encoding such that storage 
robustness is strengthened. 

2.3 Integrity Checking Functionality 
Another important functionality about 
cloud  storage  is  the  function  of 
integrity checking. After a user stores 
data into the storage system, he no 
longer possesses the data at hand. The 
user may want to check whether the 
data are properly stored in storage 
servers. The concept of provable data 
possession [20], [21] and the notion of 
proof of storage [22], [23], [24] are 
proposed. Later, public auditability of 
stored data is addressed in [25]. 
Nevertheless all of them consider the 
messages in the clear text form. 

3 SCENARIO 
We present the scenario of the 

storage system, the threat model that 
we consider for the confidentiality 
issue, and a discussion for a 
straightforward solution. 

A straightforward solution to 
supporting  the data  forwarding 
function in a distributed storage system 
is as follows: when the owner A wants 
to  forward  a  message  to  user  B,  he 
downloads the encrypted message and 
decrypts it by using his secret key. He 
then encrypts the message by using B’s 
public   key   and   uploads   the   new 
ciphertext. When B wants to retrieve 
the  forwarded  message  from  A,  he 
downloads the ciphertext and decrypts 
it by his secret key. The whole data 
forwarding  process needs   three 
communication rounds for A’s 
downloading  and  uploading  and  B’s 
downloading. The communication cost 
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is linear in the length of the forwarded 
message. The computation cost is the 
decryption   and   encryption   for   the 
owner A, and the decryption for user 
B. 

 
4 CONSTRUCTION OF SECURE 

CLOUD STORAGE SYSTEMS 
Before  presenting  our  storage 

system, we briefly  introduce the 
algebraic  setting, the hardness 

assumption, an erasure code over 
exponents, and our approach is 
System  setup:  The  algorithm  setup 
(1T)  generates  the  system  parameters 
. A user uses key Gen () to generate 
his public and secret key pair and share 
key gen (-) to share his secret key to a 
set of m key serves with a threshold t, 
where   k  t  m .   The   user   locally 
stores the third component of his secret 
key. 
  Setup  (1)  Run  Gen  (1)  to   
obtain  (g,h,e,  G1,G2,p),  where 



 Key Gen () for a user A, the 
    algorithm  selects  a1,a2,a3RZp and           
   sets 

 
 Share key Gen (SKA, t,m). this  
    algorithm shares the secret key



Enc (PKA,ë,m1,m2…mk) for this 
algorithm computes 
Where and 0 is the leading bit indicating 
an original ciphertext. 

Encode (C1,C2,…. Ck) for each 
ciphertext Ci, the algorithm randomly 
selects a coefficient gi. If some cipher 
text C1 is (0,1,ë,1) the coefficient gi is set 
to 0. Let Ci=(0,i,,i). the encoding 
process is to compute an original 
codeword symbol  

Keyrecover (SKA,i1, SKA,i2… SKA,it). 
Let T= {i1,i2,….it}. this algorithm 

recovers a1 via lagrange interpolation as 
follows: 
Rekey Gen (PKA, SKA, ID, PKB). This 
algorithm selects and computes 

5 DISCUSSION AND     
   CONCLUSION 
In this paper, we consider a cloud 
storage system consists of storage 
servers and key servers. We integrate a 
newly proposed threshold proxy re- 
encryption scheme and erasure codes 
over  exponents.  The  threshold  proxy 
re-encryption scheme      supports 
encoding, forwarding,    and partial 
decryption operations in a distributed 
way. To decrypt a message of k blocks 
that are encrypted and encoded to n 
codeword symbols, each key server 
only has to partially decrypt two 
codeword symbols in our system. By 
using  the  threshold  proxy  re- 
encryption  scheme,  we  present  a 
secure cloud storage system that 
provides secure data storage and secure 
data forwarding functionality in a 
decentralized  structure.  Moreover, 
each storage server independently 
performs encoding and re-encryption 
and each key server independently 
performs  partial  decryption.  Our 
storage system and some newly 
proposed content addressable file 
systems and storage system [27], [28], 
[29] are  highly  compatible.  Our 
storage servers act as storage nodes in 
a  content  addressable  storage  system 
for storing content addressable blocks. 
Our key servers act as access nodes for 
providing a front-end layer such as a 
traditional file  system  interface. 
Further study on detailed cooperation 
is required. 
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