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Abstract—The malware is one of the major concerns in computer 
and cyber security. The availability of various malware toolkits and 
internet popularity that has led to the increase in number of malware 
attacks day to day. Comparing with existing framework of antivirus 
scanners they currently used signature based a malware detection 
technique which is widely. In this paper, we propose an efficient 
framework for identification of malware variants. A new method of 
recognizing malicious file based on computer image processing and 
Support Vector Machine (SVM) is studied to improve recognition 
accuracy and efficiency. At first, sub band filtering was applied to the 
original malware image. Then a method of statistic pattern 
recognition Gabor filter is used to get second order gradient features 
were extracted, and classification method of SVM for recognition of 
malicious file was used. The malicious data binaries are converted to 
grayscale image which consists of textural patterns based on these 
patterns classify the variants of malware. SVM (Support Vector 
Machine) is used in analysis of raw malware binary. The proposed 
method is experiments on 3131 different variants of malware of 
Manhuer dataset and obtained 89.68 % accuracy.  
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INTRODUCTION 
Number of new variants of malware on the internet has been 
continuously increasing. The most of antivirus programs use 
signature based scanning file data to detect of malware 
[1][2][3]. The malware is the behavior of that particular 
software such as stealing the private data from various ways. 
More than million unique variants of malware are released per 
day in the internet. Analyzing more number of malware 
variants every day is a challenging task. Manually identifying 
and classifying malware samples is something which is 
inevitable due to growing number of malware variants every 
year even though the researcher need a quick and easy 
analysis of malware variants especially on behavioral aspects 
of the malware. 
      

The machine learning techniques are used to identify different 
types of patterns which available in malware variants for 
identification and classification. The increasing use of 
machine learning techniques for various applications such as 
medical image analysis, human identification, face 
recognition, optical character recognition, and malware 
detection and classification. The machine learning techniques 

are k-nearest neighbor classifier, Support Vector Machine 
(SVM) classifier and ANN Classifier. Support Vector 
Machine classifier is a supervised learning algorithm which is 
used to analyze the data and recognize the different patterns 
for classification. This classifier creates a hyper plane between 
series of patterns of different class. The mathematical form of 
SVM linear classifier is shown as in (1). 

 
f (x) = WT X +  b                   (1) 

 
This is the first comprehensive introduction to Support Vector 
Machines (SVMs), a new generation learning system based on 
recent advances in statistical learning theory. SVMs deliver 
state-of-the-art performance in real-world applications such as 
text categorization, hand-written character recognition, image 
classification, bio sequences analysis, etc., and are now 
established as one of the standard tools for machine learning 
and data mining. Students will find the book both stimulating 
and accessible, while practitioners will be guided smoothly 
through the material required for a good grasp of the theory 
and its applications. The concepts are introduced gradually in 
accessible and self-contained stages, while the presentation is 
rigorous and thorough. Pointers to relevant literature and web 
sites containing software ensure that it forms an ideal starting 
point for further study. 

EXISTING WORK 
There are various methods to analyze malware including static 
and dynamic analysis. The traditional way of detecting 
malicious data in system is used sequence based bytes 
methods,  instruction frequency based techniques, and API 
calls are used as a feature vector. As well as based on the code 
as well as PE faces a rigorous challenging task in [12][13]. In 
order to overcome defects in data mining and machine 
learning techniques introduce a field Antivirus [13] [14]. 
There are various methods are used to detect malware. The 
classification including graph based detection of malware [14] 
[15] [16], instruction sequence based classification [17, 18] 
API call sequence based classification [19][20]. The malware 
identification [21]. Recently various researchers’ uses 
visualization technique to understand malware visually that 
can help antivirus software to detect malware efficiently. 
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Fig. 2 Variants of malware family. 

 

Identification of human [22] [23] [24] [25]. The visualized the 
malware behavior into tree maps and thread graph by using 
API calls [25]. 

Table.1 VISUALIZATION TECHNIQUES OF MALWARE 

 

METHODOLOGY 

Fig. 1Example of a figure caption 
 

The analysis of malware using various image processing 
techniques is used in this proposed work. The classification of 
malware samples using machine learning technique support 

vector machine. This is most used for classification of 
different variants of malware. The proposed work is fallows as 
shown in Fig.1. The malware binaries are converted into gray 
scale image on the basis of raw binary data which is extracted 
from executable file. The malware gray scale image is resized 
then applied sub band filter to get various bands and by using 
Gabor wavelet we extract second order gradient features. Then 
average of sub block consider as feature vector based on this 
vector  SVM is classification is done on 3131 samples, in that 
2808 samples are classified true positive and 323 are false 
positive. The feature vector is generated by using fallowing 
equation (2). 

 
 iL (x)  =  { i1(x), i2(x), … . . , ij(x), … , iN(x)xi)}        (2) 

RESULTS AND DISCUSSION 
After the experimental results we obtained the accuracy of 
89.68% on Manhuer dataset of 3131 samples. Table II 
describe the experimental result on Manhuer dataset of 3131 
samples which consists of only malicious executable files, 
which is converted into gray scale image all samples look like 
different patterns in texture. Based on the global features of 
malware is used in this work.The variants of malware family 
is shown in Fig.2 

TABLE.2 EXPERIMENTAL RESULTS 

 

Dataset 
Experimental Results 

Samples TPR FPR Accuracy 

Manhuer 
Dataset 

3131 2808 323 89.68% 
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CONCLUSION AND FUTURE WORK 
The proposed work the texture features are extracted by 
applying Gabor wavelet which gives gradient features of 
texture of different parts of the malware image. Feature vector 
is formed with 512 dimensional vectors from 3131 malware 
dataset which contains the different malware variants in 24 
malware families. After construction of feature vector, the 
classification is done on malware samples based on machine 
learning technique SVM. The experimental result shows 
classification of accuracy is 89.68%. The future work we 
planned to concentrate on packed and unpacked malware 
detected executable file for further research study on static 
analysis of malware. 
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