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ABSTRACT 

 

Dealing with reflections in images captured through glass 

would be real headache, as they can obscure the important 

stuff behind the glass and make the whole image look messy. 

This is a major problem in many computer vision tasks.Early 

studies reported that a popular way to tackle the challenge of 

removing reflections from [1] single images in deep learning. 

In this article, we take a deep dive into the research on this 

topic from 2015 to 2021, focusing on how deep learning is 

being used for [5] single-image reflection removal [4].We 

searched through a bunch of important online databases and 

libraries, like IEEE Xplore, Google Scholar, ScienceDirect, 

SpringerLink, and ACM Digital Library, to find relevant 

research papers. After carefully going through them, we 

picked out 25 papers [9] that fit the criteria for our review.We 

analyzed these papers to answer seven major questions about 

how deep learning and [3] neural networks are being used for 

[6] single-image reflection removal. This will hopefully give 

future researchers a good understanding of what's been done in 

this area and help them build on that knowledge.The review 

also highlights the important challenges that data scientists are 

facing in this area, and also some promising directions for 

future research. . And importantly, it provides a list of useful 

datasets that data scientists can use to benchmark their own 

deep learning techniques against other studies. Whether you're 

a researcher hungry for the next challenge or just someone 

who wants to understand how it all works, this review will 

equip you with the knowledge and inspiration to delve deeper 

into this fascinating field. 

 

Key words: Anisotropic diffusion, boundary constraints, 

diffusion coefficients, image inpainting, non-local methods, 

partial differential equations (PDEs), specular highlight 

modeling, texture preservation ,Variational Framework 

 

1. INTRODUCTION 

Isolating reflections in images is tricky, especially for 

diverse materials like plastics, leaves, wood, and skin. This 

separation matters because the final image is a blend of 

specular (mirror-like) and diffuse (rough) reflections, weighted 

 
 

by the material's inherent reflectivity. Breaking down an image 

into these parts unlocks several benefits. 

The Lambertian model perfectly captures diffuse reflection, 

making it a powerful tool for real-world 3D scene analysis and 

object recognition, even when surfaces aren't perfectly 

Lambertian. 

Specular reflections, besides influencing our perception, are 

crucial for certain computer vision algorithms. Furthermore, 

separating specular and diffuse components is vital in 3D 

modeling and photo editing, allowing independent 

manipulation and recombination of these layers. This paper 

tackles the challenge of separating reflection components in 

diverse images, potentially including textured surfaces. It 

focuses on surfaces accurately described by Shafer's 

dichromatic reflectance model, where specular reflections 

match the light source's color, and diffuse reflections depend 

on the material's properties[10] . The goal is to split an RGB 

image into an RGB "diffuse image" and a black and white 

specular layer. This is quite challenging, especially if the light 

source color is unknown. Existing methods handle this by 

combining color information across the image, differentiating 

between global and local approaches [40] . Global methods, 

like those by Klinker et al. and Tan and Ikeuchi, rely on explicit 

segmentation or known light source color. Local methods, on 

the other hand, focus solely on local interactions, assuming 

known light source color. Examples include iteratively 

reducing the specular component by analyzing neighboring 

pixels and minimizing an error function based on local 

variations. 

This paper introduces a general framework using 

continuous-domain partial differential equations (PDEs) to 

formalize the concept of "local interactions" for 

specular/diffuse separation. [11] This method selectively 

shares color information between nearby image points through 

multi-scale erosion, adapting to both textured and untextured 

surfaces. The framework is extended to videos, incorporating 

motion information as an additional clue. 

In practical applications, the paper showcases results on 

high-resolution lab images and 8-bit internet images, 

demonstrating robustness to artifacts like low dynamic range, 

JPEG compression, and unknown light source color. Results 

on videos highlight [8] the adaptability of the proposed 
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method, even without explicit optical flow information. 

 

 

 

 

 

 

 

Figure 1: Classification of reflection removal algorithms             

(learning and non-learning methods). 

 

Figure 1 shows there are essentially two primary classifications 

for reflection removal algorithms those based on learning 

techniques and those based on non- learning techniques. 

 

2.APPLICATION AREAS 

 

The few applicable areas of Specular Reflection Removal are 

as follow: 

 

A.Learning Methods 

These methods leverage the capabilities of machine 

learning, specifically focusing on deep learning techniques. 

They involve training algorithms on large datasets that include 

images with and without reflections. A popular technique 

involves employing convolutional neural networks (CNNs) 

[37]. In the prevalent paradigm of supervised learning, 

algorithms are trained to establish a mapping between input 

images and their respective versions free from reflections[14]. 

Generative adversarial networks (GANs) are also employed, 

introducing a generative model to produce reflection-free 

images and a discriminative model to evaluate the quality of 

the generated results. 

 

B.Non-Learning Methods  

Contrary to learning methods, non-learning approaches do 

not rely on training on extensive datasets. Instead, they often 

leverage mathematical models, assumptions about physical 

characteristics, or image processing techniques[17]. 

Model-based methods utilize predefined rules and 

assumptions about reflection properties, while 

segmentation-based techniques identify and separate 

reflection regions based on features like color, texture, or 

motion. Conventional image processing methods, including 

filtering and morphological operations, are frequently 

employed in non-learning approaches, offering a rule-based 

strategy for eliminating reflections. 

 

Recent techniques based on image processing are also  

commonly employed in non-learning methods. Filtering, 

morphological operations, and other rule- based approaches 

are applied to reduce or eliminate reflections based on 

predefined criteria. 

 

3.RESEARCH METHODOLOGY 

Few of the Research Methodology are listed below 

A.Planning 

 As far as we know, no one has done a thorough review of the 

research on using deep learning for [7] single-image reflection 

removal. In fact, this might be one of the first comprehensive 

reviews out there! So, it's the perfect time to gather and 

analyze all the existing studies in this area. 

 

Formulation of the Research Protocol This review stands 

apart from the crowd thanks to its rigorous, protocol-driven 

approach. We scoured various databases like a tireless 

detective, then meticulously filtered results using strict criteria 

and quality checks. Our laser-focused research questions, 

crafted with precision, served as the guiding stars for the entire 

review, shaping its framework and goals.[12] This systematic 

journey ensures the information presented is trustworthy and 

relevant, offering a roadmap for anyone navigating this field. 

 

 

Research Inquiries The primary aim of our systematic 

review is to pinpoint and scrutinize scholarly works employing 

deep learning methodologies for the removal of reflections in 

single images. Our pursuit of related research papers across 

diverse databases is geared towards achieving this overarching 

goal, giving rise to specific research questions. [13] These 

inquiries, along with their detailed explanations, are 

encapsulated in Table 1, outlining the focal points of our 

investigation. 

 

Criteria for Inclusion and Exclusion Establishing clear 

methods is important to ensure that our examination focuses 

exclusively on research papers directly relevant to our topic. 

To achieve this, we devised five inclusion and five exclusion 

criteria, outlined in Tables 2 and 3, respectively. [15] Our 

initial keyword-based search yielded a pool of 1600 research 

papers related to our subject, with duplicate papers promptly 

removed. 
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Table 1: Research questions 

 

 
 

B.Quality Assessment Rules(QARs) 

Quality Assessment Rules (QARs) serve as a framework for 

evaluating the overall quality of selected research articles [59]. 

These criteria are instrumental in identifying and including 

research of the highest caliber. The application of these 10 

rules is detailed in Table 4, where each rule contributes 1 point 

out of a sum of 10. [16]  Points are assigned based on the 

thoroughness and comprehensiveness of each answer a 

complete and comprehensive answer earns 1 point, above 

normal earns 0.75, average earns 0.5, below average earns 

0.25, and an unanswered question receives 0 points. The 

cumulative points for each research paper are tallied, and 

inclusion in this systematic review requires a total of 7 points 

or more, signifying a high-quality contribution 

C.Conducting 

In the paragraph of the systematic review process, our focus 

shifted to conducting an extensive search across online 

databases and digital libraries[31]. Employing carefully 

crafted search strings and keywords was integral to 

identifying the most relevant articles and research studies for 

inclusion in the systematic review. 

The initial step in the phase of research involves 

systematically exploring digital libraries, databases, and 

scientific search engines to  recognize the most pertinent 

articles. To achieve this objective, we conducted thorough 

searches on widely used online platforms and digital 

repositories, including IEEE Xplore, Science Direct, 

SpringerLink, Google Scholar, and the ACM Digital Library 

[18]. The terms selected for this search were 

• Deep Learning 

• Neural Network 

• Convolutional Neural Networks 

• [8] Single-image Reflection Removal 

With the keywords defined above, multiple keywords and 

search strings that are made with logical operators were 

constructed in order to enhance the search results. The 

multiple keywords and search strings used for the SLR are 

mentioned below 

• ‘‘reflection removal’’ AND ‘‘deep learning’’ 

• ‘‘reflection removal’’ AND (‘‘deep learning’’ OR 

‘‘neural network’’) 

• ‘‘reflection removal’’ AND ‘‘CNN’’ 

 

D.Image inpainting 

Image inpainting, as pioneered by Criminisi et al. [27], 

involves a foundational approach using exemplar-based 

methods. Their technique prioritizes the repair of damaged 

regions by considering boundary information, selecting 

sample blocks from the image source area that closely match 

the target region. Expanding on this concept, Yin et al. [28] 

introduced refinements to the inpainting process. They 

proposed a more sophisticated priority function by integrating 

both curvature and color information of pixels, aiming for a 

nuanced and accurate restoration of damaged areas. 

A subsequent improvement by Jing et al. [29] addressed 

challenges regarding to the confidence term in inpainting 

methods. They focused on suppressing the rapid decline of this 

term, contributing to the overall effectiveness of image 

inpainting. These advancements collectively showcase the 

evolution of inpainting techniques, from classic 

exemplar-based approaches to more sophisticated methods 

that consider curvature, color information, and confidence 

term dynamics for enhanced results. 
 

E.Image classification 
 

In image classification for specular reflection removal using 

Partial Differential Equations (PDEs), the focus is on 

categorizing pixels as either specular or non-specular based on 

their properties. PDEs provide a mathematical framework to 

model the distribution and behavior of specular reflections, 

aiding in the classification process and facilitating their 

targeted removal from images.[19] This approach enables a 

systematic analysis of reflection characteristics, contributing 

to the development of effective algorithms for enhancing 

image quality by mitigating the impact of specular reflections. 
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Figure 2: Schematic of the proposed  methods 

 

     Figure 2 shows already proposed methods for                  

eliminating specular reflections. 

F.Specular reflection detection 

Specular  detection is a crucial aspect of image processing, 

especially in computer view applications where accurate 

scene understanding is essential [33]. Specular reflections, 

characterized by intense highlights on surfaces, can distort 

the interpretation of scenes and hinder subsequent analysis. 

Detecting specular reflections involves identifying bright 

spots in images that exhibit  characteristics indicative of 

specular behavior. various s t r a t e g i e s  are employed for 

specular detection, ranging from traditional image 

processing techniques to more advanced methods and 

learning methods. Traditional methods often rely on 

analyzing intensity, color, or texture patterns.[20]  For 

instance, specular reflections tend to have high intensity and 

distinct color compared to their surroundings. These features 

can be exploited to develop algorithms that differentiate 

specular from non-specular regions[32]. On the other hand, 

machine learning-based approaches utilize trained models to 

recognize specular reflections. These models learn patterns 

and features from annotated datasets, allowing them to 

generalize and identify specular regions in new images. 

Efficient specular detection is fundamental to many 

computer vision tasks, including image enhancement, object 

recognition, and scene reconstruction. 

 

Figure 3:Histogram results. From left to right are the original 

image; red component histogram; green component 

histogram; blue component histogram 

 Among them, 𝑛 is count of image pixels, 𝑥 is the current 

pixel value, 𝜇, 𝜇are the mean values of G and B channel 

components respectively[21]. The proposed adaptive 

threshold function 𝑇ℎ is defined as 

  

 

 

The adaptive threshold function (Equation 5) is defined as the 

maximum intensity value between the green (g) and blue (b) 

channels subtracted by τ times the average standard deviation 

of the two channels. The adaptive weight τ is conditionally set 

based on three brightness levels 0.3 for high brightness (hd), 

0.8 for medium brightness (md), and 1.1 for  low brightness 

(lvd) images (Equation 6) this research implies that the 

threshold accommodates variations in image brightness, 

thereby enhancing the precision of specular reflection 

detection in endoscopic images. The parameter τ is empirically 

determined through extensive statistical experiments, 

providing optimal adaptability to brightness changes in the 

endoscopic image 

 

4.PDE FOR REMOVING SPECULAR REFLECTION 

 

Partial Differential Equations (PDEs)[22] plays  a crucial role 

in addressing and mitigating specular reflections in images due 

to their ability to offer a mathematical foundation for 

understanding and modifying image characteristics. The 

utilization of PDE- based approaches in specular reflection 

removal is motivated by several factors, including 
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A.Mathematical formalism 

Partial Differential Equations (PDEs) provide a robust 

mathematical structure for elucidating the characteristics of 

images. They enable the creation of differential equations that 

succinctly represent the changes in image properties across 

both spatial and temporal dimensions 

 

B.Edge-preseving properties 

PDE-based methods can be designed to be edge-preserving, 

meaning that they are effective in maintaining the integrity of 

edges and boundaries in an image.[34] This is important for 

specular reflection removal, as it helps prevent the loss of 

important details. 

 

C.Incorporate of image constraints 

PDE-based methods can incorporate various constraints 

based on the physics of light reflection and the properties of 

materials.[23] This allows for the development of algorithms 

that consider the expected behavior of light on different 

surfaces. 

 

D.Adaptibility of image content 

PDEs can be adapted to the specific content of an image, 

allowing for flexibility in handling different types of specular 

reflections. This adaptability is crucial in scenarios where the 

characteristics of reflections may vary widely 

 

5.RESULTS 

 

Testing the new methods involved feeding them images and 

videos from both lab settings and the wild web. For pictures 

where the light source was known or at least suspected, they 

were initially transformed into special color space called SUV 

(think Specularity, Uniformity, and Variability). Then, few 

mathematical equations was being implemented and  this 

transformed space to figure out the image's shiny (specular) 

and rough (diffuse) parts.[35] To separate these components, 

the researchers used a fancy math tool called a multi-scale 

erosion partial differential equation (PDE). Imagine this as a 

special filter that gradually peels away the specular reflections, 

like gently untangling threads. They kept adjusting the filter 

until the changes became tiny, revealing the two components 

in all their glory. 

It even worked on videos that did not require any extra data 

about how things were moving. These results suggest these 

methods could be used for all sorts of practical image and 

video processing tasks. 

But there's a wrinkle using multi-scale erosion can be a bit 

messy mathematically. The equations involved are like cranky 

teenagers – sometimes they throw tantrums and create sudden 

jumps or "shocks" in the solution. To handle these shocks, the 

researchers borrowed some tricks from other fields, like 

• Morphological derivatives some of the innovative images 

are done to smooth out image structures while keeping the 

important bits intact, like a gentle massage for the image. 

• Viscosity solutions These add a kind of "regularization" 

term to the equations, like a calming voice that helps keep the 

math from going haywire. 

By using these techniques, the researchers were able to get 

clear and stable results, even with tricky images. Its an huge 

move to  forward for using PDEs in image processing, opening 

doors for more robust and reliable image analysis tools. 

Figure 3 paints a clear picture of the proposed method's 

success. It showcases results from both controlled lab images 

and "wild web" downloads, with an assumed light source for 

the latter. Handling sudden jumps, called "shocks," in the 

equations is key to using [24] PDEs for separating specular 

and diffuse components. This method tackles this challenge 

head-on, paving the way for more reliable and robust image 

analysis techniques. 

Think of PDEs as powerful tools for image processing, like 

magical brushes that can erase unwanted specular reflections. 

These reflections are distracting shinning image that flashes 

light bounces directly off a surface. Removing them not only 

makes the image prettier but also helps us understand what's 

really going on this picture .The new method shines, literally, 

in its ability to deal with tricky "shocks" that can mess up the 

process. By overcoming this hurdle, it opens doors for more 

dependable and accurate image analysis methods. 

One approach to specular reflection removal using PDEs is to 

use a multi-scale erosion PDE. This PDE gradually erodes the 

image, preferentially removing the bright specular 

Another approach to specular reflection removal using 

PDEs is to implement viscosity solution. Viscosity solutions 

are a type of PDE solution that is specifically designed to 

handle discontinuities. In the context of specular reflection 

removal, viscosity solutions will provide a smooth out the 

edges of specular highlights and implementing proactive 

defense strategies the diffuse components. 

PDE-based methods[24] for specular reflection removal have 

several advantages over modern  methods over traditional one, 

such as thresholding and filtering. PDEs are able to adapt to 

local image features and can handle a wider range of specular 

reflection phenomena. Additionally, PDEs can be 

implemented efficiently using numerical methods 

 

                   Figure 4: Separation Image 
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Figure 4 shows Results of the image separation process are 

presented in three rows the top row displays the original input 

images, the middle row shows the isolated diffuse 

components, and the bottom row exhibits the recovered 

specular components. Equation 19 is uniformly applied across 

all cases due to its natural adaptability to both textured and 

untextured surfaces. The input images in (a, b) are 12-bit 

images acquired in a controlled laboratory environment with a 

known illuminant color. In case (c), the illuminant color was 

unknown and assumed to be white. Additionally, 8- bit JPEG 

images from the Internet were used in cases (d, e), assuming a 

white illuminant color and a  gamma of 2.2. Despite potential 

sources of noise,   including unknown illuminant colors and 

compression artifacts, the methods successfully recovers both 

diffuse and specular components 

  

   Figure 5: Comparison to ground truth 

 

Figure 5 shows Comparison to ground truth. Left input 

image. The image above showcases a visual comparison 

between the original image, the accurate diffuse component 

captured using linear polarizers, and the diffuse component 

reconstructed using anisotropic multiscale erosion. [26] This 

comparison is crucial for evaluating the importance of the 

erosion method in accurately replicating the ground truth 

diffuse component. 

The ground truth image acts as a reliable benchmark, 

allowing for a precise assessment of how well the erosion 

method preserves and separates the diffuse elements within the 

image.[27] This analysis provides valuable insights into the 

method's ability to handle specular reflections effectively, 

ultimately determining its success in specular reflection 

removal using Partial Differential Equations (PDE). 

The specular reflection results demonstrate the importance 

of the proposed method in isolating specular components from 

input images. By leveraging anisotropic multiscale erosion 

within the framework of Partial Differential Equations (PDE), 

the approach successfully recovers specular reflections.[28] 

This is evident in the distinct and accurate representation of 

specular components, showcasing the method's robustness in 

addressing specular reflections in diverse scenarios .Specular 

reflection removal is a critical step in image processing, 

aiming to eliminate or minimize unwanted reflections of light 

that obscure underlying details.[30]  Traditional image 

processing techniques for specular reflection removal include 

thresholding, filtering, morphology, and partial differential 

equations (PDEs). [36]Identifying  specular regions 

accurately can be challenging, especially in complex images 

with varying  illumination. Preserving diffuse components 

while removing specular reflections is crucial to retain 

essential image information.[38] Handling varying 

illumination conditions poses a challenge in developing a 

universal specular reflection removal method. 

Specular reflection removal enhances image quality   and 

facilitates image analysis in medical imaging, product 

inspection, and robotics. Material analysis involves studying 

surface properties like roughness and texture using specular 

reflection separation. 

 

6.CONCLUSION 

 

Seperating light introduces a concept of specular  reflection 

[2] removal using PDE in images and videos, employing local 

spatial interactions through differential morphology and the 

mathematical concept.[39] The method preserves diffuse 

texture by eroding specular components enhanced by primary 

color and shading information. While Works best for simple 

surfaces with predictable lighting color, future improvements 

aim to incorporate additional cues like local shape. In 

experimental applications to VW iris images, the proposed 

method outperforms existing specular noise removal 

techniques, demonstrating superior performance in biometric 

applications. 

 

In the systematic review of [9] single-image reflection 

removal using deep learning, the research team analyzed 1600 

articles from 2015 to 2021. The selected 25 papers were 

scrutinized to address key questions, revealing insights into 

distribution, datasets, network architectures, evaluation 

metrics, challenges, and future directions in the field. The 

review underscores the growing importance of deep learning 

techniques for [12] single-image reflection removal and 

provides valuable perspectives for researchers entering this 

domain. 

 

Moreover, experimental applications of the method in VW 

iris images demonstrate its superior performance in specular 

noise removal compared to existing techniques. The proposed 

approach, utilizing morphological dilation and region-filling 

techniques, outperforms linear interpolation methods, as 

evidenced by higher Structural Similarity Index (SSIM) 

values. This underscores the method's potential suitability for 

applications in biometric settings, particularly in the context of 

VW iris image processing. 

The systematic review on [13] single-image reflection removal 

using deep learning and neural networks provides 

comprehensive insights into the evolving landscape of the 

research domain. Analyzing 1600 articles from 2015 to 2021, 

the review identifies trends in distribution, datasets, network 

architectures, evaluation metrics, challenges, and future 

directions. The selected 25 papers showcase the growing 

significance of deep learning techniques in addressing the 

complexities of [29] single-image reflection remov 

 

 



Rohini M N  et al., International Journal of Advances in Computer Science and Technology, 13(1), January  2024, 39 - 46 

45 

 

 

REFERENCES 

1. Luo, X.; Mori, K.; Peters, T.M. Advanced endoscopic 
navigation: Surgical big data, methodology, and 
applications. Annu. Rev. Biomed. Eng. 2018, 20, 
221–251.  

2. Sdiri, B.; Beghdadi, A.; Cheikh, F.A.; Pedersen, M.; Elle, 
O.J. An adaptive contrast enhancement method for stereo 
endoscopic images combining binocular just noticeable 
difference model and depth information. Electron. 
Imaging 2016, 28, 1–7.  

https://doi.org/10.2352/issn.2470-1173.2016.13.Iqsp-21
2.  

3. Artusi, A.; Banterle, F.; Chetverikov, D. A Survey of 
Specularity Removal Methods. Comput. Graph. Forum 
2011,30,2208–2230. 
https://doi.org/10.1111/j.1467-8659.2011.01971.x.  

4. Funke, I.; Bodenstedt, S.; Riediger, C.; Weitz, J.; Speidel, 
S. Generative adversarial networks for specular highlight 
removal in endoscopic images. In Proceedings of the 
Conference on Medical Imaging—Image-Guided 
Procedures, Robotic Interventions, and Modeling, 
Houston, TX, USA, 12–15 February 2018.  

5. Kudva, V.; Prasad, K.; Guruvare, S. Detection of Specular 
Reflection and Segmentation of Cervix Region in 
Uterine Cervix Images for Cervical Cancer Screening. 
IRBM2017,38,281–291. 
https://doi.org/10.1016/j.irbm.2017.08.003.  

6. Wang, X.X.; Li, P.; Du, Y.Z.; Lv, Y.C.; Chen, Y.L. 
Detection and Inpainting of Specular Reflection in 
Colposcopic Images with Exemplar-based Method. In 
Proceedings of the 2019 IEEE 13th International 
Conference on Anti-counterfeiting, Security, and 
Identification (ASID), Xiamen, China, 25–27 October 
2019; pp. 90–94.  

7. Wang, X.; Li, P.; Lv, Y.; Xue, H.; Xu, T.; Du, Y.; Liu, P. 
Integration of Global and Local Features for Specular 
Reflection Inpainting in Colposcopic Images. J. 
Healthc.Eng.2021,2021,5401308. 
https://doi.org/10.1155/2021/5401308.  

8. Akbari, M.; Mohrekesh, M.; Najarian, K.; Karimi, N.; 
Samavi, S.; Soroushmehr, S.M.R.; Ieee. Adaptive 
specular reflection detection and inpainting in 
colonoscopy video frames. In Proceedings of the 25th 
IEEE International Conference on Image Processing 
(ICIP), Athens, Greece, 7–10 October 2018; pp. 
3134–3138.  

9. Kacmaz, R.N.; Yilmaz, B.; Aydin, Z. Effect of interpolation 
on specular reflections in texture-based automatic 
colonic polyp detection. Int. J. Imaging Syst. Technol. 
2021, 31, 327–335. https://doi.org/10.1002/ima.22457.  

10. Regeling, B.; Laffers, W.; Gerstner, A.O.; Westermann, 
S.; Muller, N.A.; Schmidt, K.; Bendix, J.; Thies, B. 
Development of an image pre-processor for operational 
hyperspectral laryngeal cancer detection. J. 
Biophotonics 2016, 9, 235–245. 
https://doi.org/10.1002/jbio.201500151.  

11. Oh, J.; Hwang, S.; Lee, J.; Tavanapong, W.; Wong, J.; 
Groen, P.C.d. Informative frame classification for 
endoscopy video. Med. Image Anal. 2007, 11, 110–127. 
https://doi.org/10.1016/j.media.2006.10.003.  

12. Arnold, M.; Ghosh, A.; Ameling, S.; Lacey, G. 
Automatic Segmentation and Inpainting of Specular 
Highlights for Endoscopic Imaging. EURASIP J. Image 
Video Process. 2010, 2010, 814319. 
https://doi.org/10.1155/2010/814319.  

13. El Meslouhi, O.; Kardouchi, M.; Allali, H.; Gadi, T.; 
Benkaddour, Y.A. Automatic detection and inpainting of 
specular reflections for colposcopic images. Cent. Eur. J. 
Comput. Sci. 2011, 1, 341–354. 
https://doi.org/10.2478/s13537-011-0020-2.  

14. Al-Surmi, A.; Wirza, R.; Dimon, M.Z.; Mahmod, R.; 
Khalid, F. Three dimensional reconstruction of human 
heart surface from single image-view under different 
illumination conditions. Am. J. Appl. Sci. 2013, 10, 669.  

15. Marcinczak, J.M.; Grigat, R.R. Closed contour specular 
reflection segmentation in laparoscopic images. Int. J. 
Biomed. Imaging 2013, 2013, 18.  

16. Alsaleh, S.M.; Aviles, A.I.; Sobrevilla, P.; Casals, A.; 
Hahn, J.K. Automatic and Robust Single-Camera 
Specular Highlight Removal in Cardiac Images. In 
Proceedings of the 37th Annual International Conference 
of the 
IEEE-Engineering-in-Medicineand-Biology-Society 
(EMBC), Milan, Italy, 25–29 August 2015; pp. 675–678.  

17. Prokopetc, K.; Bartoli, A. SLIM (slit lamp image 
mosaicing): Handling reflection artifacts. Int. J. Comput. 
Assist. Radiol. Surg. 2017, 12, 911–920. 
https://doi.org/10.1007/s11548-017-1555-z.  

18. Alsaleh, S.M.; Aviles-Rivero, A.I.; Hahn, J.K. 
ReTouchImg: Fusioning from-local-to-global context 
detection and graph data structures for fully-automatic 
specular reflection removal for endoscopic images. 
Comput. Med. Imaging Graph. 2019, 73, 39–48. 
https://doi.org/10.1016/j.compmedimag.2019.02.002.  

19. Shen, D.F.; Guo, J.J.; Lin, G.S.; Lin, J.Y. Content-aware 
specular reflection suppression based on adaptive image 
inpainting and neural network for endoscopic images. 
Comput. Methods Programs Biomed. 2020, 192, 
105414. https://doi.org/10.1016/j.cmpb.2020.105414.  

20. Li, R.; Pan, J.; Si, Y.; Yan, B.; Hu, Y.; Qin, H. Specular 
Reflections Removal for Endoscopic Image Sequences 
with AdaptiveRPCA Decomposition. IEEE Trans. Med. 
Imaging 2020, 39, 328–340. 
https://doi.org/10.1109/TMI.2019.2926501.  

21. Yang, Q.; Tang, J.; Ahuja, N. Efficient and Robust 
Specular Highlight Removal. IEEE Trans. Pattern Anal. 
Mach. Intell. 2015, 37, 1304–1311. 
https://doi.org/10.1109/tpami.2014.2360402.  

22. Ren, W.; Tian, J.; Tang, Y. Specular Reflection 
Separation With Color-Lines Constraint. IEEE Trans. 
Image Process. 2017, 26, 2327– 2337. 
https://doi.org/10.1109/tip.2017.2675204.  

23. Shen, H.-L.; Zheng, Z.-H. Real-time highlight removal 
using intensity ratio. Appl. Opt. 2013, 52, 4483–4493. 
https://doi.org/10.1364/ao.52.004483.  

24. Xia, W.; Chen, E.C.S.; Pautler, S.E.; Peters, T.M. A 
Global Optimization Method for Specular Highlight 
Removal from A Single Image. IEEE Access 2019, 7, 
125976–125990. 
https://doi.org/10.1109/ACCESS.2019.2939229.  



Rohini M N  et al., International Journal of Advances in Computer Science and Technology, 13(1), January  2024, 39 - 46 

46 

 

 

25. Bouwmans, T.; Javed, S.; Zhang, H.; Lin, Z.; Otazo, R. 
On the Applications of Robust PCA in Image and Video 
Processing. Proc. IEEE 2018, 106, 1427–1457. 
https://doi.org/10.1109/jproc.2018.2853589.  

26. Vaswani, N.; Bouwmans, T.; Javed, S.; Narayanamurthy, 
P. Robust Subspace Learning Robust PCA, robust 
subspace tracking, and robust subspace recovery. IEEE 
Signal Process. Mag. 2018, 35, 32–55. 
https://doi.org/10.1109/msp.2018.2826566.  

27. Criminisi, A.; Perez, P.; Toyama, K. Region Filling and 
Object Removal by Exemplar-Based Image Inpainting. 
IEEE Trans. Image Process. 2004, 13, 1200–1212. 
https://doi.org/10.1109/TIP.2004.833105.  

28. Yin, L.; Chang, C. An Effective Exemplar-based Image 
Inpainting Method. In Proceedings of the 14th IEEE 
International Conference on Communication 
Technology (ICCT), Chengdu, China, 9–11 November 
2012; pp. 739–743.  

29. Wang, J.; Lu, K.; Pan, D.; He, N.; Bao, B.-K. Robust 
object removal with an exemplar-based image inpainting 
approach. Neurocomputing 2014, 123, 150–155. 
https://doi.org/10.1016/j.neucom.2013.06.022.  

30. Ouattara, N.; Loum, G.L.; Pandry, G.K.; Atiampo, A.K. 
A new image inpainting approach based on Criminisi 
algorithm. Int. J. Adv. Comput. Sci. Appl. 2019, 10, 
423–433.  

31. Hui-Qin, W.; Qing, C.; Cheng-Hsiung, H.; Peng, Y. Fast 
exemplar-based image inpainting approach. In 
Proceedings of the 2012 International Conference on 
Machine Learning and Cybernetics, Xian, China, 15–17 
July 2012; pp. 1743–1747.  

32. Gao, Y.; Yang, J.; Ma, S.; Ai, D.; Lin, T.; Tang, S.; 
Wang, Y. Dynamic Searching and Classification for 
Highlight Removal on Endoscopic Image. Procedia 
Comput. Sci. 2017, 107, 762–767. 
https://doi.org/10.1016/j.procs.2017.03.161.  

33. Sánchez, F.J.; Bernal, J.; Sánchez-Montes, C.; de 
Miguel, C.R.; Fernández-Esparrach, G. Bright spot 
regions segmentation and classification for specular 
highlights detection in colonoscopy videos. Mach. Vis. 
Appl.2017,28,917–936. 
https://doi.org/10.1007/s00138-017-0864-0.  

34. Ali, S.; Zhou, F.; Bailey, A.; Braden, B.; East, J.E.; Lu, 
X.; Rittscher, J. A deep learning framework for quality 
assessment and restoration in video endoscopy. Med. 
ImageAnal.2021,68,101900. 
https://doi.org/10.1016/j.media.2020.101900.  

35. Asif, M.; Song, H.; Chen, L.; Yang, J.; Frangi, A.F. 
Intrinsic layer based automatic specular reflection 
detection in endoscopic images. Comput. Biol. Med. 
2021,128,104106. 
https://doi.org/10.1016/j.compbiomed.2020.104106.  

36. Huang, S.C.; Cheng, F.C.; Chiu, Y.S. Efficient contrast 
enhancement using adaptive gamma correction with 
weighting distribution. IEEE Trans. Image Process. 
2012, 22, 1032–1041.  

37. Sahnoun, M.; Kallel, F.; Dammak, M.; Kammoun, O.; 
Mhiri, C.; Ben Mahfoudh, K.; Ben Hamida, A. A 
Modified DWT-SVD  

Algorithm  for  T1-w  Brain  MR  Images  Contrast 
 Enhancement.  IRBM  2019,  40,  235–243. 
https://doi.org/10.1016/j.irbm.2019.04.007.  

38. Palanisamy, G.; Shankar, N.B.; Ponnusamy, P.; Gopi, 
V.P. A hybridfeature preservation technique based on 
luminosity and edge based contrast enhancement in color 
fundus images. Biocybern. Biomed. Eng. 2020, 40, 
752–763. https://doi.org/10.1016/j.bbe.2020.02.006.  

39. Pogorelov, K.; Randel, K.R.; Griwodz, C.; Eskeland, 
S.L.; de Lange, T.; Johansen, D.; Spampinato, C.; 
Dang-Nguyen, D.T.; Lux, M.; Schmidt, P.T.; et al. 
KVASIR: A Multi-Class Image Dataset for Computer 
Aided Gastrointestinal Disease Detection. In 
Proceedings of the Proceedings of the 8th ACM on 
Multimedia Systems Conference, Taipei Taiwan, 20–23 
June 2017.  

40. Mittal, A.; Soundararajan, R.; Bovik, A.C. Making a 
‘Completely Blind’ Image Quality Analyzer. IEEE 
SignalProcess.Lett.2013,20,209–212.https://doi.org/10.
1109/LSP.2012.2227726.  

 

 

 

 


