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ABSTRACT 

 

Deep learning has recently become a potent tool in healthcare, 

excelling at tasks like analyzing medical images, diagnosing 

diseases, and predicting patient outcomes. The Second 

Chapter's Literature Review explained Deep Learning in 

Healthcare: Current Applications and Challenges or 

Interpretable Techniques in Deep Learning along with 

Performance Evaluation of Deep Learning Models in 

Healthcare. It has also done Clinical Standards and Decision 

Support Systems. The Third Chapter Methodology discusses 

comprehending the subjective perceptions and interpretations 

of healthcare professionals regarding Explainable Deep 

Learning Models (EDLMs) in clinical decision-making, this 

study employs an interpretive research philosophy. 

 

Key words :Deep learning models, AI-driven, Healthcare, 

prediction modeling, clinical standards, transparency, 

interpretability, healthcare practitioners.  

 

1. INTRODUCTION 

 

Deep learning has recently become a potent tool in healthcare, 

excelling at tasks like analyzing medical images, diagnosing 

diseases, and predicting patient outcomes. However, the 

opacity of these models prevents their widespread use in 

clinical practice. Because conventional deep learning models 

function as "black boxes," it might be difficult to comprehend 

how they make decisions. Interpretability is crucial in 

complex healthcare scenarios because physicians need to be 

able to understand model predictions to feel confident and 

trusted about their recommendations [1]. Therefore, the 

creation of Explainable Deep Learning Models (EDLMs) that 

may offer clear, intelligible, and clinically significant insights 

into their reasoning is urgently needed. By concentrating on 

strategies and methodologies for improving the 

interpretability of deep learning models for healthcare, this 

research intends to close this gap and eventually enable their 

 
 

incorporation into decision support systems for more efficient 

and dependable clinical decision-making[20]. 

1.1 Research aim and objectives 

This study aims to advance the field of healthcare decision  

 

support by creating and testing Explainable Deep Learning 

Models (EDLMs), which offer open and understandable 

insights into their decision-making process, this work 

Objective is 

● To create EDLMs that are specifically designed for 

healthcare applications while incorporating interpretability 

methods. 

● To objectively assess EDLM performance in comparison 

to established models and clinical benchmarks. 

● To convert model results into knowledge that 

practitioners may use in the clinic. 

● To increase the EDLM's robustness and generalization 

for use in actual clinical settings. 

 

1.2 Research Rationale 

 

An important barrier to the incorporation of computer science 

(AI) into clinical practice is being addressed through studies 

on Explainable Deep Learning Models (EDLMs) for medical 

decision assistance. Although deep learning has shown 

tremendous promise in healthcare applications, the inherent 

opacity of traditional models makes it difficult to implement 

widely [19]. Understanding the overall reasoning behind 

AI-driven suggestions is essential for clinicians to trust as 

well as accept in high-stakes medical circumstances. Through 

offering clear along with understandable facts about the way 

they make accurate decisions, EDLMs seek to close this gap. 

This research is very necessary to make sure that clinical 

judgments made by AI are not only correct but also clear as 

well as actionable [2]. Healthcare providers can take 

advantage of cutting-edge AI technologies while still having a 
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clear understanding of the thinking behind each advice by 

creating EDLMs. 

2. LITERATURE REVIEW 

2.1. Deep Learning in Healthcare: Current Applications 

and Challenges 

 

Deep learning has become a game-changing technique in the 

healthcare industry, transforming several research and clinical 

practices. It has properly demonstrated astounding success in 

the interpretation of medical images, enabling precise 

detection of ailments ranging from cancers to fractures. Deep 

learning models have also been used to extract useful data 

from patient records, reports, and academic papers using 

natural language processing tasks. Deep learning skills have 

also been helpful for disease progression and patient outcome 

prediction modeling. Despite these developments, deep 

learning for healthcare has yet to be widely adopted [3]. The 

"black box" problem, or the intrinsic opacity of traditional 

models, is one of the main issues. In high-stakes medical 

circumstances, understanding the logic behind an algorithm's 

predictions is essential. Additionally, a major barrier is still 

the requirement for sizable, varied, and annotated datasets, 

particularly for uncommon diseases or niche medical fields. 

 

 
Figure 1: Machine Learning in Healthcare 

 

Development is being done in the areas of guaranteeing model 

durability, privacy, and regulatory compliance. To fully 

utilize deep learning's promise for improving healthcare 

outcomes, these issues must be resolved. Figure 1 shows the 

major applications of machine learning in healthcare. 

 

2.2. Interpretable Techniques in Deep Learning 

 

By addressing the opaqueness of deep learning models, 

interpretable techniques play a crucial role in enhancing their 

usability and reliability in crucial applications, particularly in 

the field of medicine. A popular technique called attention 

mechanisms enables models to concentrate on particular areas 

or features of the input data, giving insight into the process of 

making decisions. Saliency maps highlight key areas in a 

picture or sequence, making it easier to identify the factors 

that influence the model's predictions [4]. The contribution of 

each feature is quantified by its significance score, revealing 

the features that have the greatest impact on the model's 

output. Additionally, post-hoc explanations are provided by 

methods like LIME (Local Interpretable Model-agnostic 

Explanations) and SHAP (Shapley Additive Explanations), 

which approximate the behavior of complicated models. 

 
Figure 2: Interpretable Machine Learning 

 

They give feature relevance ratings, offering insightful 

information about how particular inputs affect the model's 

output. Deep learning models' choices may be trusted and 

understood by researchers and doctors thanks to these 

interpretable methodologies, ensuring a seamless 

incorporation into healthcare systems that support decisions 

[21]. The relationship between the accuracy and 

Interpretability is shown in figure 2. 

 

2.3. Performance Evaluation of Deep Learning Models in 

Healthcare 

 

In order to successfully integrate deep learning models into 

clinical practice, it is essential to assess their efficacy in the 

healthcare industry. These models are evaluated according to 

their specific healthcare application-related parameters like as 

accuracy, sensitivity, and specificity. For tasks like tumor 

diagnosis or anomaly identification in medical imaging, 

measures like sensitivities (true positive rate) and specificity 

(true negative rate) are crucial. AUC-ROC, which measures 

the area under the receiver's operating characteristic curve, 

also offers a thorough evaluation of model performance [5]. 

Additionally, calibration assesses how closely expected 

probability matches actual results, assuring accurate forecasts. 

To evaluate the generalizability of the model across various 

patient populations, cross-validation techniques are used. 

Figure 3 shows a deep learning-enabled medical computer in 

the hospitals for diagnosis. 

 

Furthermore, the model's resilience and suitability for use in 

real-world scenarios are confirmed by external validation on 
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other datasets. Studies that contrast deep learning models with 

more traditional approaches and accepted clinical standards 

also help to clarify the added value of these models in the 

healthcare industry [6].  

 

 
Figure 3: Deep Learning Enabled Medical computer 

 

2.4. Clinical Standards and Decision Support Systems 

 

Modern healthcare procedures are supported by systems for 

supporting decisions and clinical standards. These standards 

include accepted protocols, best practices, and 

recommendations that direct healthcare personnel to deliver 

the best possible patient care. They are founded on a blend of 

clinical knowledge, evidence-based medicine, and patient 

choices. Clinical standards guarantee uniformity, security and 

quality in the provision of healthcare in a variety of contexts. 

Healthcare professionals can use automated tools called 

decision support platforms (DSS) to help them make 

well-informed judgments [7]. They offer suggestions for 

evaluation, treatment planning, and evaluation using a 

combination of particular to patient data, expertise in 

medicine, and algorithms. By providing timely, 

research-based advice, DSS can greatly improve clinical 

decision-making. The AI techniques are applied to the 

patient’s data to support DSS as shown in Figure 4. 

 

 
Figure 4: Clinical Decision Support System 

 

The potential to improve clinical standards by incorporating 

models of deep learning into systems that facilitate decisions 

is enormous. To retain trust and confidence in the advice these 

models offer, it is essential to guarantee their transparency and 

interpretability. This integration is a promising first step in the 

direction of achieving better and more individualized 

healthcare results [8]. 

 

2.5.  Literature Gap 

 

The material that is currently available on Explainable Deep 

Learning Models (EDLMs) in healthcare is mostly concerned 

with model building and performance assessment. 

Comprehensive studies that rigorously examine the 

conversion of the model's results into clinically significant 

insights and address the real-world applicability of EDLMs, 

nevertheless are noticeably lacking. This crucial component is 

still mostly unexplored and is a crucial subject for additional 

study in this domain. 

 

3. METHODOLOGY 

 

In order to comprehend the subjective perceptions and 

interpretations of healthcare professionals regarding 

Explainable Deep Learning Models (EDLMs) in clinical 

decision-making, this study employs an interpretivist research 

philosophy. With its emphasis on context or the social 

construction of reality, interpretivism is in line with the 

complex viewpoints of healthcare practitioners [24]. A 

deductive methodology is used, beginning with a conceptual 

structure built from prior literature and then testing 

hypotheses through the study of empirical data. Evaluating the 

applicability and efficacy of EDLMs in an environment of 

healthcare decision assistance is appropriate for this method 

[9]. To give a thorough picture of the situation and 

perceptions surrounding the use of EDLMs in healthcare 

settings, the study uses a descriptive methodology. 

Information is gathered by using secondary data sources. 

Peer-reviewed papers, proceedings of conferences, medical 

reports, and legislation fall under this category. Relevance, 

regency, and reliability will be used as the determining factors 

for these sources. In order to find pertinent studies, a thorough 

literature review is done. Databases are searched using 

keywords like "Explainable Deep Learning Models," "The 

medical field decision support," and related topics[22]. A 

detailed content analysis is performed on the data that was 

extracted. 

 

Studies that concentrate on EDLM deployments in healthcare 

and offer insights into interpretation and usability for doctors 

and nurses must have been published during the last five years 

in order to meet the inclusion requirements. Important themes 

are noted about the interpretability of EDLMs, how to use 

them in making clinical choices, and any difficulties 

experienced by healthcare practitioners [10]. A thorough 

grasp of the state of research in this field is possible thanks to 
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the identification of patterns and contradictions in the 

literature. 

 

4. RESULTS 

 

4.1. Perceptions of Interpretability in EDLMs 

 

Concerning the ability to interpret Explainable Deep Learning 

Models (EDLMs) in clinical decision-making, healthcare 

professionals have a range of opinions. Some people have a 

lot of faith in how transparent these models are, emphasizing 

the ability to identify and comprehend the factors that affect 

the model's predictions. They believe that interpretability, 

particularly in situations where the model's advice directly 

affects patient care, is a crucial component in fostering 

confidence and acceptance among physicians [11]. On the 

other hand, certain experts might view EDLMs with some 

suspicion, voicing worries about the complicated nature of the 

algorithms that underlie them and the possibility of incorrect 

results. They see interpretability as a way to clarify these 

models' decision-making procedures and confirm their 

therapeutic applicability [35]. They stress how crucial it is to 

be able to question the outcomes of the model to make sure 

they line up with their individual clinical knowledge and 

intuition. Additionally, other medical professionals might 

have a more nuanced perspective, understanding that while 

accessibility is important, it shouldn't always be the only 

factor considered when assessing the effectiveness of 

EDLMs. They acknowledge that in some high-stakes 

situations, an appropriate balance between interpretability and 

accomplishment must be found, with a stronger focus on 

making accurate forecasts. Figure 5 shows the relation 

between Predictive Power VS. Interpretability 

 

 
 

Figure 5: Predictive Power VS. Interpretability 

 

Along with this, some practitioners could see interpretability 

as one of several significant elements while still 

acknowledging its importance. To make sure that EDLMs are 

both comprehensible and practically usable in a variety of 

healthcare contexts, they underline the need for thorough 

validation studies, actual clinical trials, and incorporation 

feasibility assessments [12]. Overall, the various 

interpretations of accessibility in EDLMs highlight how 

difficult it is to apply cutting-edge machine learning models to 

clinical practice.  

 

4.2. Usability in Clinical Decision-Making 

 

Explainable Deep Learning Models (EDLMs) are thought to 

be most useful when they can be easily incorporated into 

clinical decision-making processes, according to healthcare 

practitioners. Many practitioners favor EDLMs that easily fit 

into their current workflows and cause little disturbance to 

established procedures or further training. They stress the 

importance of user-friendly interfaces that provide model 

outputs in a clear and understandable way. In addition, 

EDLMs that offer timely and useful advice are frequently 

preferred by healthcare professionals. They appreciate models 

that provide information in a clear, succinct manner so they 

may act fast and with knowledge [13]. This is especially 

important in settings for acute care where prompt treatments 

are necessary. Additionally, EDLMs that exhibit a high 

degree of adaptability to various patient demographics and 

clinical circumstances are valued by practitioners. Variations 

in patient characteristics, histories of illness, and particular 

clinical situations should be supported by the models. This 

adaptability makes sure that the suggestions made by the 

EDLMs are in line with the unique treatment requirements of 

each patient. Additionally, healthcare workers appreciate 

EDLMs that support group decision-making[23]. They are 

looking for models that can be a helpful tool for 

multidisciplinary teams, enabling conversations and clinical 

consensus-building.  

 

 
Figure 6: Clinical Decision Support Model 

 

The final treatment plan incorporates the knowledge and 

opinions of all team members thanks to this collaborative 

approach. Overall, it is believed that the effectiveness of 

EDLM uptake and its incorporation into clinical practice is 

directly related to their usefulness in medical decision-making 

as shown in Figure 6.[34].  
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4.3. Challenges and Concerns with EDLM 

Implementation 

 

Healthcare practitioners face several significant difficulties 

and worries when adopting Explainable Deep Learning 

Models (EDLMs) in their clinical settings. The intricacy of 

these models is one of the main worries [33]. The complex 

workings underlying deep learning algorithms may be 

difficult for some practitioners to understand, especially when 

compared to more conventional, rule-based systems for 

supporting decisions. Due to their complexity, EDLMs may 

not be fully trusted or adopted in high-stakes healthcare 

situations. Furthermore, the deployment of EDLM raises 

questions regarding data security and privacy. Healthcare 

professionals are understandably concerned about the 

integrity and confidentiality of patient data[28]. They are 

concerned about potential flaws in the model distribution 

procedure that can expose private medical information. This 

issue highlights the importance of strong data protection 

procedures and adherence to strict regulatory standards [14]. 

The need for enormous computational resources presents 

another important challenge. For efficient conditioning and 

real-time inference in EDLMs, particularly those utilizing 

deep neural networks, strong hardware is required. Many 

healthcare facilities may experience difficulties purchasing 

and maintaining the essential computational infrastructure, 

especially for smaller facilities or those in environments with 

limited resources. Continuing education and training are also 

necessary for healthcare practitioners to use EDLMs properly. 

  

 
 

Fig. 7: Issue and Challenging of Training Implementation 

 

Critical components that require support and instruction 

include familiarity with understanding model outputs, 

comprehension of potential limitations, and incorporating the 

model into their current clinical processes. Last but not least, a 

major worry is the possibility of biases in the information used 

to train EDLMs. Biases in training information may result in 

skewed predictions, which may cause disparities in the 

provision of healthcare [25]. Figure 7 shows the issues and 

challenges of training the system. 

 

4.4. Desired Features and Improvements 

 

In order to increase the usability and efficacy of Explainable 

Deep Learning Models (EDLMs) for clinical 

decision-making, healthcare practitioners articulate a number 

of desired features and prospective enhancements. The 

incorporation of real-time feedback methods is one important 

aspect. The ability to engage with the model and offer 

suggestions or clarifying queries to improve the 

recommendations is highly valued by practitioners [15]. This 

dynamic connection encourages the model and medical 

personnel to make decisions together. Practitioners also look 

for improved visualization methods within EDLM interfaces. 

Heatmaps and attention maps are excellent examples of 

simple and understandable graphical representations of model 

results[30]. These visual aids increase the trust of healthcare 

professionals in the recommendations by assisting them in 

immediately grasping the key variables impacting the model's 

predictions. Additionally, practitioners stress how crucial it is 

for the model's decision-making method to take contextual 

information into account. This comprises details about the 

patient, such as their medical background, comorbidities, and 

preferred course of therapy [26]. The relevance and usefulness 

of the predictions are increased by using this contextual 

information to guarantee that the model's proposals are 

tailored to the particular conditions of each patient[29]. The 

need for EDLMs to offer not only recommendations but also 

based on proof of reasons for those predictions is frequently 

expressed by practitioners.  

 

This includes citations to case studies, recommendations, or 

other clinical literature that supports the model's conclusions. 

Greater assurance in the biological reliability of the model's 

results is provided by this feature. Additionally, models that 

allow for continual learning and adaptability are sought after 

by practitioners. The EDLM can be updated in response to 

fresh information and mounting evidence, ensuring that it 

stays current and correct as clinical practices and 

recommendations change over time [16]. The overall need for 

EDLMs to be shifting, interactive, and context-aware is 

reflected in these anticipated characteristics and 

enhancements [32]. 

 

5. EVALUATION AND CONCLUSION 

 

The interpretability, usefulness, and practical application of 

Explainable Deep Learning Models (EDLMs) in healthcare 

support for choices have been the main topics of this study. 

The study has shed important light on the needs and 

perspectives of healthcare professionals through an 

interpretive lens and a deductive method. The results highlight 

the crucial role that interpretability plays in EDLMs, with 

clinicians rewarding models that provide open-and-shut views 

into their method of decision-making. Usability evolved as a 

crucial element, emphasizing the necessity for intuitive user 

interfaces, prompt advice, and flexibility to accommodate 

various clinical settings. However, issues with the complexity 

of the model, confidentiality of data, and required resources 

were all noted as major obstacles. Practitioners acknowledged 

a definite demand for features including real-time 
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engagement, enhanced visualization methods, and contextual 

inclusion of patient data in response to these worries. 

Additionally, the need of ongoing education and the 

requirement for supporting predictions with facts was 

underlined[31]. This study emphasizes the significance of 

matching these models with the real-world demands and 

expectations of healthcare workers, laying the groundwork for 

expanding the introduction of EDLMs into clinical practice. 

In the end, EDLMs have the ability to greatly improve clinical 

decision-making by taking into account these factors, which 

will result in better patient outcomes and more efficient 

healthcare delivery[27]. 

 

 

5.1 Research recommendation 

 

Continued Model Interpretability Research: To ensure that 

healthcare professionals can rely on and understand model 

outputs, additional research should explore cutting-edge 

methods for improving the usability of Explainable Deep 

Learning Models (EDLMs). 

User-Centric Interface Design: Designers as well as 

programmers should place a high priority on creating intuitive 

user interfaces that allow for easy communication between 

doctors and nurses and EDLMs, facilitating quick 

decision-making [17]. 

Strong Data Security Controls: To protect patient 

information and foster trust in the use of EDLM in healthcare 

settings, strict security and confidentiality of data measures 

must be implemented. 

Continuous Training and Education: To guarantee that 

healthcare professionals are competent in utilizing and 

successfully understanding EDLM results, ongoing 

instruction should be made available to them. 

 

5.2 Future work 

 

The development of better interpretability strategies for 

Explainable Deep Learning Models (EDLMs), handling 

specific difficulties in complex medical contexts, should be 

the primary goal of future research. It would also improve 

user participation and decision-making to look for ways to 

seamlessly incorporate current feedback loops and adaptive 

communication capabilities within EDLM interfaces. Further 

research should examine how federated learning strategies 

might support decentralized healthcare information while 

protecting patient privacy [18]. Furthermore, in order to 

confirm the continued value and advantages of EDLMs in 

clinical practice, longitudinal studies evaluating their 

long-term effectiveness and effect are crucial. 

 

REFERENCES 

 

1. Petch, J., Di, S. and Nelson, W., Opening the black box: 

the promise and limitations of explainable machine 

learning in cardiology. Canadian Journal of 

Cardiology, 38(2), pp.204-213, 2022. 

2. Rahman, M.A., Hossain, M.S., Alrajeh, N.A. and 

Guizani, N., B5G and explainable deep learning 

assisted healthcare vertical at the edge: COVID-I9 

perspective. IEEE Network, 34(4), pp.98-105, 2020. 

3. Singh, A., Sengupta, S. and Lakshminarayanan, V., 

Explainable deep learning models in medical image 

analysis. Journal of imaging, 6(6), p.52, 2020. 

4. Thorsen-Meyer, H.C., Nielsen, A.B., Nielsen, A.P., 

Kaas-Hansen, B.S., Toft, P., Schierbeck, J., Strøm, T., 

Chmura, P.J., Heimann, M., Dybdahl, L. and Spangsege, 

L., Dynamic and explainable machine learning 

prediction of mortality in patients in the intensive 

care unit: a retrospective study of high-frequency 

data in electronic patient records. The Lancet Digital 

Health, 2(4), pp.e179-e191, 2020. 

5. Sendak, M., Elish, M.C., Gao, M., Futoma, J., Ratliff, W., 

Nichols, M., Bedoya, A., Balu, S. and O'Brien, C.,  “The 

human body is a black box" supporting clinical 

decision-making with deep learning. In Proceedings of 

the 2020 conference on fairness, accountability, and 

transparency (pp. 99-109)., January, 2020. 

6. Magesh, P.R., Myloth, R.D. and Tom, R.J., An 

explainable machine learning model for early 

detection of Parkinson's disease using LIME on 

DaTSCAN imagery. Computers in Biology and 

Medicine, 126, p.104041.2020. 

7. Bai, X., Wang, X., Liu, X., Liu, Q., Song, J., Sebe, N. and 

Kim, B., Explainable deep learning for efficient and 

robust pattern recognition: A survey of recent 

developments. Pattern Recognition, 120, p.108102, 

2021. 

8. Angelov, P. and Soares, E.,Towards explainable deep 

neural networks (xDNN). Neural Networks, 130, 

pp.185-194,2020 

9. Ghassemi, M., Oakden-Rayner, L. and Beam, A.L., The 

false hope of current approaches to explainable 

artificial intelligence in health care. The Lancet Digital 

Health, 3(11), pp.e745-e750.2021. 

10. Zihni, E., Madai, V.I., Livne, M., Galinovic, I., Khalil, 

A.A., Fiebach, J.B. and Frey, D., Opening the black box 

of artificial intelligence for clinical decision support: 

A study predicting stroke outcome. Plos one, 15(4), 

p.e0231166.2020. 

11. Roscher, R., Bohn, B., Duarte, M.F. and Garcke, J., 

Explainable machine learning for scientific insights 

and discoveries. IEEE Access, 8, pp.42200-42216, 2020. 

12. Moncada-Torres, A., van Maaren, M.C., Hendriks, M.P., 

Siesling, S. and Geleijnse, G., Explainable machine 

learning can outperform Cox regression predictions 

and provide insights in breast cancer survival. 

Scientific reports, 11(1), p.6968, 2021. 

13. Rudin, C. and Radin, J., Why are we using black box 

models in AI when we don’t need to? A lesson from an 

explainable AI competition. Harvard Data Science 

Review, 1(2), pp.1-9, 2019. 

14. Van der Velden, B.H., Kuijf, H.J., Gilhuijs, K.G. and 

Viergever, M.A., Explainable artificial intelligence 

(XAI) in deep learning-based medical image 

analysis.Medical Image Analysis, 79, p.102470, 2022. 



S.Venkatasubramanain et al., International Journal of Advances in Computer Science and Technology, 12(10), October 2023, 63 - 69 

69 

 

 

15. Tran, K.A., Kondrashova, O., Bradley, A., Williams, 

E.D., Pearson, J.V. and Waddell, N., Deep learning in 

cancer diagnosis, prognosis and treatment selection. 

Genome Medicine, 13(1), pp.1-17, 2021. 

16. Burkart, N. and Huber, M.F., A survey on the 

explainability of supervised machine learning. Journal 

of Artificial Intelligence Research, 70, pp.245-317, 2021. 

17. Amann, J., Blasimme, A., Vayena, E., Frey, D. and 

Madai, V.I., Explainability for artificial intelligence in 

healthcare: a multidisciplinary perspective. BMC 

medical informatics and decision making, 20(1), pp.1-9, 

2020. 

18. Bhatt, U., Xiang, A., Sharma, S., Weller, A., Taly, A., Jia, 

Y., Ghosh, J., Puri, R., Moura, J.M. and Eckersley, P., 

,Explainable machine learning in deployment. In 

Proceedings of the 2020 conference on fairness, 

accountability, and transparency ,pp. 648-657, 2020 

19. Brunese, L., Mercaldo, F., Reginelli, A. and Santone, 

A.,Explainable deep learning for pulmonary disease 

and coronavirus COVID-19 detection from 

X-rays.Computer Methods and Programs in 

Biomedicine, 196, p.105608, 2020 

20. Bayer, S., Gimpel, H. and Markgraf, M., The role of 

domain expertise in trusting and following 

explainable AI decision support systems.Journal of 

Decision Systems, 32(1), pp.110-138, 2022 

21.  Reddy, S., Allan, S., Coghlan, S. and Cooper, P., A 

governance model for the application of AI in health 

care.Journal of the American Medical Informatics 

Association, 27(3), pp.491-497, 2020 

22. Longo, L., Goebel, R., Lecue, F., Kieseberg, P. and 

Holzinger, A., Explainable artificial intelligence: 

Concepts, applications, research challenges and 

visions. In International cross-domain conference for 

machine learning and knowledge extraction (pp. 1-16). 

Cham: Springer International Publishing, 2020 

23. Zhou, J., Gandomi, A.H., Chen, F. and Holzinger, A., 

Evaluating the quality of machine learning 

explanations: A survey on methods and 

metrics.Electronics, 10(5), p.593, 2021 

24. Linardatos, P., Papastefanopoulos, V. and Kotsiantis, S., 

Explainable ai: A review of machine learning 

interpretability methods. Entropy, 23(1), p.18., 2020. 

25. Xu, F., Uszkoreit, H., Du, Y., Fan, W., Zhao, D. and Zhu, 

J., Explainable AI: A brief survey on history, research 

areas, approaches and challenges. In Natural 

Language Processing and Chinese Computing: 8th CCF 

International Conference, NLPCC 2019, Dunhuang, 

China, October 9–14, 2019, Proceedings, Part II 8 (pp. 

563-574). Springer International Publishing, 2019. 

26. Ahmed, I., Jeon, G. and Piccialli, F., From artificial 

intelligence to explainable artificial intelligence in 

industry 4.0: a survey on what, how, and where. IEEE 

Transactions on Industrial Informatics, 18(8), 

pp.5031-5042, 2022 

27. Grote, T. and Berens, P., On the ethics of algorithmic 

decision-making in healthcare. Journal of medical 

ethics, 46(3), pp.205-211, 2020 

28. Islam, M.R., Ahmed, M.U., Barua, S. and Begum, S., A 

systematic review of explainable artificial intelligence 

in terms of different application domains and 

tasks.Applied Sciences, 12(3), p.1353. 2022 

29. Vassiliades, A., Bassiliades, N. and Patkos, 

T.,Argumentation and explainable artificial 

intelligence: a survey. The Knowledge Engineering 

Review, 36, p.e5, 2021. 

30. Holzinger, A., Malle, B., Saranti, A. and Pfeifer, B., 

Towards multi-modal causability with graph neural 

networks enabling information fusion for explainable 

AI. Information Fusion, 71, pp.28-37. 2021 

31. Montani, S. and Striani, M., Artificial intelligence in 

clinical decision support: a focused literature survey. 

Yearbook of medical informatics, 28(01), pp.120-127, 

2019. 

32. Hossain, M.S., Muhammad, G. and Guizani, N., 

Explainable AI and mass surveillance system-based 

healthcare framework to combat COVID-I9 like 

pandemics. IEEE Network, 34(4), pp.126-132, 2020 

33. Angelov, P.P., Soares, E.A., Jiang, R., Arnold, N.I. and 

Atkinson, P.M., Explainable artificial intelligence: an 

analytical review. Wiley Interdisciplinary Reviews: 

Data Mining and Knowledge Discovery, 11(5), p.e1424, 

2021 

34. Chang, V., Bailey, J., Xu, Q.A. and Sun, Z., Pima 

Indians diabetes mellitus classification based on 

machine learning (ML) algorithms.Neural Computing 

and Applications, 35(22), pp.16157-16173, 2023 

35. Meske, C., Bunde, E., Schneider, J. and Gersch, M., 

Explainable artificial intelligence: objectives, 

stakeholders, and future research opportunities. 

Information Systems Management, 39(1), pp.53-63, 

2022. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


