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Abstract: The existing clustering algorithm has a 
sequential execution of the data. The speed of the 
execution is very less and more time is taken for the 
execution of a single data.To overcome this Parallel 
Implementation of Genetic Algorithm using K-Means 
Clustering (PIGAKM) is proposed but it has some more 
problems to retrieve the output without the error 
parameter. A new algorithm “A Proficient accomplishment 
of Datamania of Genetic Algorithm by applying K-means 
clustering” (PADGAKM) is proposed to overcome the 
problems in PIGAKM. PADGAKM is inspired by using 
KM clustering over GA. This process indicates that, while 
using KM algorithm, it covers the local minima and it 
initialization is normally done randomly, by KM and GA. 
It always converge the global optimum eventually and 
groups all the data by KM. To speed up GA process, the 
evaluation is done parallely by grouping the similar set of 
data. To show the performance and efficiency of these 
algorithms, the comparative study of this algorithm has 
been done. 
 
Keywords: Clustering, Genetic algorithm, K-means 
Clustering, Crossover, Mutation, PIGAKM. 
 
INTRODUCTION 
 
     Data mining [1] is the process of analyzing data from 
different perspectives and summarizing it into useful 
information - information that can be used to increase 
revenue, cuts costs, or both. Data mining software is one of 
a number of analytical tools for analyzing data. It allows 
users to analyze data from many different dimensions or 
angles, categorize it, and summarize the relationships 
identified. Data mining is the process of finding 
correlations or patterns among dozens of fields in large 
relational databases. 
     Clustering [3]can be considered the most important 
unsupervised learning problem; so, as every other problem 
of this kind, it deals with finding a structure in a collection 
of unlabeled data. A loose definition of clustering could be 
“the process of organizing objects into groups whose 

members are similar in some way”. A cluster is therefore a 
collection of objects which are “similar” between them and 
are “dissimilar” to the objects belonging to the other 
cluster. 
     K-means clustering [6] is a method of cluster analysis 
which aims to partition n observations into k clusters in 
which each observation belongs to the cluster with the 
nearest mean. The problem is computationally difficult, 
however there are efficient algorithms that are commonly 
employed and converge fast to a local optimum. These are 
usually similar to the expectation-maximization algorithm 
for mixtures of Gaussian distributions via an iterative 
refinement approach employed by both algorithms. 
Additionally, they both use cluster centers to model the 
data, however k-means clustering tends to find clusters of 
comparable spatial extent, while the expectation-
maximization mechanism allows clusters to have different 
shapes. 
       Genetic algorithm, [18]a population of strings (called 
chromosomes or the genotype of the genome), which 
encode candidate solutions (called individuals, creatures, 
or phenotypes) to an optimization problem, evolves 
toward better solutions. Traditionally, solutions are 
represented in binary as strings of 0s and 1s, but other 
encodings are also possible. The evolution usually starts 
from a population of randomly generated individuals and 
happens in generations. In each generation, the fitness of 
every individual in the population is evaluated, multiple 
individuals are stochastically selected from the current 
population (based on their fitness), and modified 
(recombined and possibly randomly mutated) to form a 
new population. 
 
REVIEW LITERATURE 
 
Clustering 
       Clustering [5]is grouping input data sets into subsets, 
called ’clusters’ within which the elements are somewhat 
similar. In general, clustering is an unsupervised learning 
task as very little or no prior knowledge is given except the 
input data sets. The tasks have been used in many fields 
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and therefore various clustering algorithms have been 
developed. 
       Clustering task is, however, computationally 
expensive as many of the algorithms require iterative or 
recursive procedures and most of real-life data is high 
dimensional. Therefore, the parallelization of clustering 
algorithms is inevitable, and various parallel clustering 
algorithms have been implemented and applied to many 
applications.  
      A review a variety of clustering algorithms and their 
parallel versions as well. Although the parallel clustering 
algorithms have been used for many applications, the 
clustering tasks are applied as pre-processing steps for 
parallelization of other algorithms too. Therefore, the 
applications of parallel clustering algorithms and the 
clustering algorithms for parallel computations. 
 
The goals of clustering 
       The goal of clustering [3] is to determine the intrinsic 
grouping in a set of unlabeled data. It can be shown that 
there is no absolute “best” criterion which would be 
independent of the final aim of the clustering. 
Consequently, it is the user which must supply this 
criterion, in such a way that the result of the clustering will 
suit their needs. For instance, we could be interested in 
finding representatives for homogeneous groups, in finding 
“natural clusters” and describe their unknown properties, 
in finding useful and suitable groupings in finding unusual 
data objects. 
 
Stages in clustering 
      Clustering project can be runned by 3 stages. 
Stage 1: Forming the Cluster 
 Identifies the members to analyse the results of 
diagnostic survey and prepare reports for next meeting. 
Stage 2: Finding the Focus 

Review the results of survey. It identify ways to 
deal offline  with things that aren’t a priority for everyone. 
Stage 3: Developing the work plan 
 Review finding from Resource/Feasibility 
Investigation. It allocates work and resources and agree 
timeline.  

Forming Cluster 
 

          Diagnostic Activities 
 

Finding the Focus 
 

Resource & Feasibility  
Investigation 

Developing the work plan 
 

Fig 1: Stages in clustering 
 
 
 

Euclidean distance 
       The Euclidean distance or Euclidean metric is the 
"ordinary" distance between two points that one would 
measure with a ruler.The Euclidean distance between 
points p and q is the length of the line segment connecting 
them ( ). 
      If p = (p1, p2,..., pn) and q = (q1, q2,..., qn) are two 
points in Euclidean n-space, then the distance from p to q, 
or from q to p is given by: 

 
     The distance between points p and q may have a 
direction (e.g. from p to q), so it may be represented by 
another vector, given by 

 
 
One dimension 
      In one dimension, the distance between two points on 
the real line is the absolute value of their numerical 
difference. Thus if x and y are two points on the real line, 
then the distance between them is given by: 

 
 
     In one dimension, there is a single homogeneous, 
translation-invariant metric (in other words, a distance that 
is induced by a norm), up to a scale factor of length, which 
is the Euclidean distance. In higher dimensions there are 
other possible norms. 
 
Two dimensions 
     In the Euclidean plane, if p = (p1, p2) and q = (q1, q2) 
then the distance is given by 

 
 
     Alternatively, it follows from the  coordinates of the 
point p are (r1, θ1) and those of q are (r2, θ2), then the 
distance between the points is 

 
 
Three dimensions 
      In three-dimensional Euclidean space, the distance is 
 

 
N dimensions 
        In general, for an n-dimensional space, the distance is 
 

 
 
Squared Euclidean Distance 
     The standard Euclidean distance can be squared in 
order to place progressively greater weight on objects that 
are further apart. In this case, the equation becomes 



                            S. Mythili  et al.,International Journal of  Advances in Computer Science and Technology , 1(1), November-December 2012, 27-34 
 

29 
     @ 2012,  IJACST   All Rights Reserved 

 
 

       Squared Euclidean Distance is not a metric as it does 
not satisfy the triangle inequality, however it is frequently 
used in optimization problems in which distances only 
have to be compared. 
 
K-means Clustering 
      K-means clustering [2] is a method of cluster analysis 
which aims to partition n observations into k clusters in 
which each observation belongs to the cluster with the 
nearest mean. The problem is computationally difficult, 
however there are efficient algorithms that are commonly 
employed and converge fast to a local optimum. These are 
usually similar to the expectation-maximization algorithm 
for mixtures of Gaussian distributions via an iterative 
refinement approach employed by both algorithms. 
Additionally, they both use cluster centers to model the 
data, however k-means clustering tends to find clusters of 
comparable spatial extent, while the expectation-
maximization mechanism allows clusters to have different 
shapes. 
 
Algorithm 
 
Input: 

D={d1,d2,…dn}   // sets of n data items. 
K // number of desired clusters 

Output: 
A set of k clusters. 

Steps: 
1. Choose k data items from D as initial centroids; 
2. Repeat the process of selecting the items 

 
Assign the each item di to the cluster which has 
the nearest and the suitable centroids; 

Calculate the new mean value for each cluster; 
Repeat the process until the criteria is satisfied. 

 
Genetic algorithm 
        In a genetic algorithm,[21] a population of strings 
(called chromosomes or the genotype of the genome), 
which encode candidate solutions (called individuals, 
creatures, or phenotypes) to an optimization problem, 
evolves toward better solutions. Traditionally, solutions 
are represented in binary as strings of 0s and 1s, but other 
encodings are also possible. The evolution usually starts 
from a population of randomly generated individuals and 
happens in generations. In each generation, the fitness of 
every individual in the population is evaluated, multiple 
individuals are stochastically selected from the current 
population (based on their fitness), and modified 
(recombined and possibly randomly mutated) to form a 
new population. [19]The new population is then used in 
the next iteration of the algorithm. Commonly, the 
algorithm terminates when either a maximum number of 
generations has been produced, or a satisfactory fitness 
level has been reached for the population. If the algorithm 

has terminated due to a maximum number of generations, 
a satisfactory solution may or may not have been reached.  
 
Working of Genetic Algorithm 
A. Initialization 
      Initial many individual solutions are (usually) 
randomly generated to form an initial population. The 
population size depends on the nature of the problem, but 
typically contains several hundreds or thousands of 
possible solutions. Traditionally, the population is 
generated randomly, allowing the entire range of possible 
solutions (the search space). Occasionally, the solutions 
may be "seeded" in areas where optimal solutions are 
likely to be found. 
B. Selection 
      During each successive generation, a proportion of the 
existing population is selected to breed a new generation. 
Individual solutions are selected through a fitness-based 
process, where fitter solutions (as measured by a fitness 
function) are typically more likely to be selected. Certain 
selection methods rate the fitness of each solution and 
preferentially select the best solutions. Other methods rate 
only a random sample of the population, as the former 
process may be very time-consuming. 
C. Reproduction or Crossover  
        The next step is to generate a second generation 
population of solutions from those selected through genetic 
operators: crossover (also called recombination). 
        For each new solution to be produced, a pair of 
"parent" solutions is selected for breeding from the pool 
selected previously. By producing a "child" solution using 
the above methods of crossover and mutation, a new 
solution is created which typically shares many of the 
characteristics of its "parents". New parents are selected 
for each new child, and the process continues until a new 
population of solutions of appropriate size is generated. 
Although reproduction methods that are based on the use 
of two parents are more "biology inspired", some research 
suggests that more than two "parents" generate higher 
quality chromosomes. 
        These processes ultimately result in the next 
generation population of chromosomes that is different 
from the initial generation. Generally the average fitness 
will have increased by this procedure for the population, 
since only the best organisms from the first generation are 
selected for breeding, along with a small proportion of less 
fit solutions, for reasons already mentioned above. 
      Although Crossover and Mutation are known as the 
main genetic operators, it is possible to use other operators 
such as regrouping, colonization-extinction, or migration 
in genetic algorithms. 
D. Termination or Mutation 
        This generational process is repeated until a 
termination condition has been reached. Common 
terminating conditions are: 

 A solution is found that satisfies minimum criteria 
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 Fixed number of generations reached 
 Allocated budget (computation time/money) 

reached 
 The highest ranking solution's fitness is reaching 

or has reached a plateau such that successive 
iterations no longer produce better results 

 Manual inspection 
 Combinations of the above 

 
PROPOSED METHOD 
     In an existing Genetic Algorithm, there is only one 
string in each execution and all the genetic operations are 
done on it. There is a problem in existing system between 
the execution and the solution quality and the results 
given. In the existing system the evaluation is taken place 
many times and the results obtained will not be correct. To 
get the solution of the problem, it takes lot of time to 
complete. The evaluation of the process in done parallel by 
grouping the similar items together. The similar items are 
executed parallel. By this parallel execution two data can 
be run at a time. So the time consuming to take the 
execution will be reduced.  
       Genetic algorithm works with the individual string 
which is executed individual by the several processors.“A 
Proficient Accomplishment of Datamania of Genetic 
Algorithm by applying K-means 
Clustering”(PADGAKM).this technique specifies the 
grouping of the similar string and executing the similar 
string simultaneously. 
        This method presents a “Proficient Accomplishment 
of Datamania of Genetic Algorithm by applying K-Means 
Clustering (PADGAKM) which   uses   multiple   
substrings within single dynamic parameters.  Simple  
genetic  algorithm  involves  only  one initial string with is  
fixed genetically operational parameters selected in 
advance and it requires more time for distance calculations  
and  crossovers  in  each  generation  than  K-means needs 
in one iteration. The technique is proposed in the paper 
Parallel Implementation of Genetic algorithm using K-
means clustering has some drawback that it is executing the 
strings parallelly according to the order it is given. 
      In this technique the substrings are grouped into a string 
and the genetic parameter is created for that string. Then 
the strings are executed parallelly. The groupings of the 
strings are done by applying K-Means clustering. The 
crossover and the mutation probability specify the easy way 
to group the similar substrings that are matched with the 
substrings one another. 
      The substrings which are grouped together will have the 
same genetic parameter, which helps to evaluate the 
process quickly as well as error free. For the single 
execution group of the similar substrings are executed. 
    The working of this proposed system can be viewed 
easily by the flow chart represented below. The initial string 
is divided into number of sub strings, the substrings are 
verified in the interrelation process. The similar strings are 

grouped and then the string is taken to the evaluate the 
fitness of the grouped string. The condition is checked, and 
then the strings are migrated. Genetic parameter of the string 
is specified and the solution is given. 
 
Step 1: Code the problem with the parameters as a form 
of string. Then use binary code method to transfer the 
parameters from the problem space into coding space 
Step 2: Defines the individual string function: The string 
is compared with another string and it will be sorted by 
reading the fitness of each substring, the individuals are  
sorted  by  objective  values  ,  pi  denotes  the  
order  of individual i , denoted by the string (i) is given by : 
Step 3 : Parameter design : The maximum value of the 
total number generations is denoted by T; the size of the 
each  substring  is  denoted  by  N ;  the  number  of  the 
substring  id  denoted  by  M ;  the  rate  of  
migration  id represented by R ; the probability of 
selection is denoted by S  ; and the probabilities of 
crossover and mutation, donated by C and M 
respectively. Before the execution of the process, there is 
no guidance used to determine the values of M and N. 
The probability of selecting the i individual depends on 
the rate si, which is proportional to its degree of fitness, 
that is  

 
Si = fitness (i )/ ∑ fitness (i ) 

 
       Where t is the number of the current generation, aj and 
bj are the initial values mj and cj of for the j-th 
substring respectively, Tj is a scaling constant number that 
is larger than or equal to T. 

 
Step 4: Create initial string randomly. 

 

 
 
Here d represents the distance of each sub strings. 

 
Step 5: Decode string and evaluate individual substring. 
Step 6:  Transfer information between substring and 
exchange their individuals. 
Step 7:  Calculate crossover probability and mutation 
probability of the each string and adjust the functions of 
each string in the datasets. 
Step 8: Genetic algorithm is performed for grouping the 
similar sub strings ny using including selection, crossover 
and mutation.  
Step9: Process will complete when the termination 
condition is satisfied. 
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Fig 2: Structure of Proficient Accomplishment of Datamania with Genetic Algorithm  
by applying k-Means Clustering 

 
 
 

 
 
 

No 

Yes 

Grouping the string 
into a parameter 

Adjust the Genetic 
Parameter of String 

Crossover 

Individual Selection of String 

Mutation 

 Checking the 
similar string 

Migration between 
the substrings 

Solution 

 Split initial String 
into sub string 

Evaluate fitness 
each String 

Creation of new String 



                            S. Mythili  et al.,International Journal of  Advances in Computer Science and Technology , 1(1), November-December 2012, 27-34 
 

32 
     @ 2012,  IJACST   All Rights Reserved 

 
 

EXPERIMENTAL RESULTS 
 
Datasets 
     The datasets are used in these experiments are Iris and 
Iymphoma. Moreover, data files used in these experiments 
are chosen among a huge variety given by MAT LAB.  
        Dataset1 is made based on a mathematical model to 
form their clusters with small amount of points 
interleaving. Dataset1 consists of several points with the 
0.2 points interval. The first interval may starts with 
(0.125, 0.25) and the points may move with the intervals 
(0.625,0.25),(0.375,0.75),(0.875,0.75) and so on. The first 
two points have the horizontal interleaving on the 
boundary. In addition, points 2 and 3 have the same 
boundary. This datasets are clustering into 4 different 
clusters. 
       The Iris dataset used as the Dataset2. It is called as 
Anderson’s Iris data because the Edgar Anderson was the 
person collecting the data to quantify the geographic 
variation of Iris Flowers in the Graspe Peninsula. The Iris 
flowers have 3 specifications. 

 
1. Iris Setasa  
2. Iris Virginica  
3.Iris Versicolor. 

         k-means clustering result for the Iris flower data set 
and actual species 
 

 
 
 

 
 
 
 
 
 
 
 

 
 

Fig 3: Clustering of data Fig 3: Clustering of Iris Dataset 
 
      4 features were measured from every sample; they are 
the length and the width of the petals in centimetres. Based 
on these 4 features the four values of the data are accepted. 
It is used as a typical test for many classification 
techniques. In the proposed method the Dataset2 is the Iris 
dataset. 
        The Lymphoma is used as the Dataset3. This dataset 
has 4 continuous features which is to be taken into 
consideration. These data strings are taken as the training 
sets and it is grouped into 3 clusters. 
      The different types of genes are clustered into 3 groups 
and the remaining are kept as the samples. In the grouped 
lymphoma the datasets are tested and the average rate and 

average time taken to execute the process can be 
calculated. 
      The result that has been obtained by developing 
PIGAKM has checked by giving the artificial datasets. 
The datasets is based on the mathematical model form 
their clusters with small amount of points interleaving. 
The dataset1 is the artificial dataset; Iris and Lymphoma 
are the two real-life data sets. 
   Table1 shows the results that have been obtained using 
these three datasets.  Moreover Average Error and 
Average Time are listed to view the execution between 
them. In  the  table  KM  shows  the  K-means Clustering 
, KM (5) shows the 5 iterations of the datasets , KM(10) 
shows the 8 iterations of the datasets ,for the each iteration 
the average time will be reducing, so that the execution will 
be done quickly. 
      In this table GAKM shows the grouping of the datasets 
which are similar so that the processing time can be done 
quickly. The average rate and average time is represented 
as ARAT , the average time is reduced by grouping the 
similar datas and executing it parallelly. 
     PIGAKM shows the previously solved problem and its 
solution. To get the accurate result and the best solution is 
given in PADGAKM with the most efficient manner.From 
this table it is clearly view that the proposed system 
PADGAKM shows very less error rate compared with the 
existing system PIGAKM. 

 
 

Fig 4: Average Error Parameter 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5 : Average Time Parameter 
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Fig  4 & Fig 5  represents the graphical chart for the Table 
1. Here the KM shows the k-means Clustering values , 
GAKM shows the data items which are group with the 
help of genetic algorithm and the K-Means clustering. 
ARAT shows average time rate and average error rate for 
the values given in KM. PIGAKM shows the result that 
has been done in the first process. Finally PADGAKM 
shows the results obtained in the proposed work. 

 
CONCULSION 
 
     This experimental evaluation scheme was created to 
provide a correct base of performance and also a 
comparison with other methods. From these experiments 
on the datasets, it is observed that proposed approach using 
the parallel implementation of genetic algorithm has 
provided the correct results in the terms of finding the 
good clustering configuration. Interdependence 
information within the clusters and discriminative 
information for clustering. The proposed system is 
developed to produce dynamic parameters that have been 
developed to produce the correct results. The system is 
developed to produce the string parameter dynamically not 
an individually. The proposed approach is helpful in 
selecting significant centers, from each cluster. At last, the 
experimental results of PADGAKM are better than the 
simple genetic algorithm that has been already used. The 
average time and error rate are very less compared to other 
methods. 
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