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ABSTRACT 
Feature subset selection can be analyzed as the 

practice of identifying and removing as a lot of inappropriate 
and unnecessary features as achievable. This is for the 
reason that, irrelevant features do not contribute to the 
predictive accuracy and redundant features do not redound 
to receiving a better analyst for that they provide typically 
information which is previously present in other features. To 
deal with these we develop a novel algorithm called as a fast 
clustering-based feature selection algorithm which can 
efficiently and effectively obtain a good feature subset. One 
more an important issue in feature subset selection is Feature 
interaction. Still, the majority of the presented algorithms 
only spotlight on dealing with irrelevant and redundant 
features. In this paper, a hybrid FOIL Rule based Feature 
subset Selection algorithm (FRFS) is developed, with 
combination of RIPPER algorithm which not only retains 
relevant features and eliminates irrelevant and redundant 
ones but also reflects on feature interaction for high 
dimensional data. First, FRRFS(FOIL Rules RIPPER Based 
Feature Selection) combines the features emerged in the 
predecessors of the entire FOIL rules by using RIPPER it 
generates best FOIL rules for both negative and positive 
rules by achieving a candidate feature subset which 
eliminates redundant features and reserves interactive ones. 
After that, it identifies and eliminates irrelevant features by 
evaluating features in the candidate feature subset with a 
new metric Cover Ratio, and achieves the final feature 
subset. The experimented results shows that the efficiency 
and effectiveness of FRRFS(FOIL Rules RIPPER Based 
Feature Selection) upon both synthetic and real world data 
sets, and it is evaluated with other feature subset selection 
algorithms and the classification accuracies before and after 
feature selection.  

 
Keywords: irrelevant and redundant features, fast 

clustering-based feature selection algorithm, feature subset 
selection, FOIL Rule based Feature subset Selection 
algorithm, RIPPER ((Rule Inductive learning algorithm).  
 
 
1. INTRODUCTION 
 
Feature subset selection is a significant research concern in 
the domains of machine learning and data mining, which is 
the procedure of identifying the nearly everyone salient 
features for learning. Its principle is to spotlight a learning 
algorithm on the aspects of the irrelevant and redundant  

 
features of data most constructive for analysis and prospect 
forecast. It be able to diminish the dimensionality of the data 
and may recover a learner moreover in terms of learning 
concert, generalization competence or model 
straightforwardness. It advance assists to recognize and 
better interpret the end results attained by the learner, lessen 
its volume of storage, reduce the noise generated by 
irrelevant or redundant features and reduce these ineffective 
features [2].  
 
Feature subset selection accomplishes its proposed principle 
by identifying and removing as several irrelevant and 
redundant features as probable. As irrelevant features are 
inadequate or yet unconstructive to the predictive accuracy 
[3], and redundant features, yet if being significant to the 
learning objective, given that most of the information they 
hold is previously present in other feature(s), they do not 
help for getting a better predictor. Therefore, many feature 
subset selection algorithms have been proposed to handle the 
irrelevant features [3] or/and redundant features [4].  
Comparing these algorithms, several of them can efficiently 
eliminate irrelevant features other than can’t identify 
redundant ones [5–6], a little of them can remove the 
irrelevant features while taking into the redundant ones into 
description. 
 
Of course in many feature subset selection algorithms, some 
can efficiently get rid of irrelevant features but be 
unsuccessful to handle redundant features [7] up till now 
some of others can get rid of the irrelevant although taking 
care of the redundant features [8],[9]. The Based on the 
MST method, we propose a Fast clustering bAsed feature 
Selection algoriThm (FAST) is developed. Usually, feature 
subset selection investigate has spotlighted on hunting for 
relevant features. A familiar illustration is Relief [10], which 
considers each feature according to its capability to 
distinguish occurrences under dissimilar targets based on 
distance-based criteria function.  
Though, Relief is unproductive at removing redundant 
features as two predictive but highly correlated features are 
likely both to be extremely weighted [11]. Relief extends to 
Relief-F [12], enabling this technique to exertion with 
strident and unfinished data sets and to compact with 
multiclass troubles, other than still cannot recognize 
redundant features. Conversely, together with irrelevant 
features, redundant features as well distress the speed and 
accuracy of learning algorithms, and hence should be 
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eradicated too [13], [14]. CFS [15], FCBF [16], and CMIM 
[17] are instances that get into concern the redundant 
features. CFS [15] is accomplished by the supposition that a 
good feature subset is one that contains features highly 
correlated with the target, thus far uncorrelated with each 
further.  
 
FCBF [18], [19] is a fast filter technique which can 
recognize relevant features in addition to redundancy among 
relevant features devoid of pair wise correlation analysis. 
CMIM [20] iteratively chooses features which make the 
most of their mutual information with the class to predict, 
temporarily to the response of any feature previously 
selected. Unlike from these algorithms, the FAST algorithm 
employs the clustering-based technique to decide features. 
Excluding the identification of irrelevant and redundant 
features, an imperative other than frequently being 
disregarded problem is feature interaction [21], which 
denotes though a single feature is irrelevant to target 
concept, when combined with other feature(s), it turns out to 
be very appropriate. On the other hand, it is understandable 
that they turn out to be very relevant when we join them as 
one.  
 
This signifies removing interactive features will go ahead to 
underprivileged predictive accuracy. Consequently, a feature 
subset selection algorithm should have the capability of 
eliminating the irrelevant features or/and redundant features 
even as taking into consideration the feature interaction. A 
rule-based learning algorithm is FOIL (First Order Inductive 
Learner) [22], and the FOIL rules preserve be exercised as 
classification rules [23]. Evaluated with the Apriori 
algorithm, it is fairly efficient particularly on high 
dimensional data [24]. Additionally, the hybrid FOIL 
algorithm employs an extraordinary performance measure 
(FoilGain) that obtains into account the dissimilar feature 
fastenings. This denotes it is logical that by means of the 
FOIL rules are generated based on RIPPER algorithm to 
choose features for high dimensional data whereas taking 
into selflessness feature interaction. 
 
The rest of the paper is organized as follows. In Section 2, 
dealt with the FAST algorithm. In section 3, commenced the 
classification rule mining technique based on restricted FOIL 
algorithm with the new feature subset selection algorithm 
FRRFS(FOIL Rules RIPPER Based Feature Selection). In 
Section 4, we descried the experimental results. Finally, in 
Section 5, we reviewed our work and described some 
conclusions. 
 
2. FAST ALGORITHM 
 
The FAST algorithm logically consists of three steps: 1) 
removing irrelevant features, 2) building an MST from 
qualified ones, and 3) separating the MST and choosing 
representative features. For a data set  with  features 

 and class , we compute the 
 value for each feature 

 in the first step. The features whose  

 values are greater than a predefined threshold  
comprise the target-relevant feature 
subset . In the following step, 
we foremost calculate the 

value for each pair of features 
and . Then, viewing features 
and  as vertices and  as the weight of 

the edge between vertices and , a weighted complete 
graph  is created where 

 
and  As 
symmetric ambiguity is symmetric additional the 

 is symmetric as well, thus  is 
an undirected graph.  
 
The absolute graph  reproduces the correlations among all 
the target-relevant features. Unfortunately, graph  has  
vertices and  edges. For high-dimensional data, 
it is heavily dense and the edges with different weights are 
strongly interwoven. Moreover, the decomposition of 
complete graph is NP-hard [26]. Therefore for graph , we 
build an MST, which connects all vertices such that the sum 
of the weights of the edges is the minimum, using the well 
known Prim algorithm [54]. The weight of edge  
is . After building the MST, in 
the third step, we first remove the 
edges , whose 
weights are smaller than both of the 

 and , from the MST. 
Each deletion results in two disconnected trees and . 
Assuming the set of vertices in any one of the final trees to 
be , we have the property that for each pair of vertices 

  always 
holds corrected for each , then  are 
redundant features with respect to the given .We know that 
this property guarantees the features in  are redundant. 
 
For Irrelevant Feature Removal 
Step 1: Specified the dataset D as of 1 to m features 
and division label C. D = (  
Where F ={F1;F2; ... ;Fm} and Fi   (1  i m) 
Step 2: Establish T-relevance SU (Fi; C) value for 
each feature Fi   (1  i m). [SU termed as 
Symmetric uncertainty] 
Step 3: If T-relevance is establish to be superior to 
the predefined threshold value θ, include objective 
relevant feature subset.  
( . 
//Minimum Spanning Tress Construction 
Step 4: MST graph G is a whole graph and establish 
it has unacceptable value then precede feature 
selection. 
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 Step 5: Calculate the F-Correlation  value 
for each pair of features  and  
Step 6: Add  to G as vertices with F-
correlation   as the weight of the   
corresponding edge. 
Step 7: Thus a weighted complete graph G (V, E) is 
constructed. 
Step 8: MST is generated using prism algorithm for 
graph G. All vertices are associated so that the 
addition of the weights of the edges is the lowest 
amount, using prism algorithm. 
 
Tree Partition and Representative  Feature 
Selection 
 
Step 9: Remove the edges whose weights are smaller 
than both of the T-Relevance SU(   and 
SU(  from the MST.  
Step 10: A Forest is obtained, for each tree in the 
forest represents a cluster that is denoted as     V(Tj).  
 
// Redundancy are Eliminated 
Step 11: For each cluster V(Tj) choose a 
representative feature  whose T-relevance 
SU(     is the greatest. 
Step 12: All  comprise the 
final feature subset   . 
 
3. BASIC FOIL ALGORITHM WITH FRFS 
 
FOIL generates rules to predict classification membership of 
instances that is a first-order rule learner. Rules are 
stimulated for each class (i.e. target concept value), one class 
by the side of a time. At first, for a particular class the 
instances are divided into two groups: individuals from the 
given class are regarded as positive instances, while those 
from all other classes are viewed as negative instances; then, 
FOIL tries to find a set of rules that covers all positive 
instances other than no pessimistic instances. To finish, 
through merging the rules created for every class, a set of 
rules of the known data set is attained.  
 
FOIL first considers all possible rules consisting of a single 
test (i.e. feature value) When learning an individual rule. It 
chooses the best of these consistent with FoilGain [22], 
which supports a test that is true for many positive and not 
many negative instances. After that FOIL focuses the rule by 
means of the same search procedure as well as FoilGain, and 
the test with the maximum FoilGain, which would improve 
the rule by excluding many negative instances and few 
positive instances, is selected and included keen on the 
rule’s antecedent this process continues until the rule covers 

no negative instances, resulting in a single rule whose 
antecedent is a combination of examinations. FoilGain is a 
quantify utilized to estimate the convenience of including a 
new test, and it is supported on the numbers of positive and 
negative instances wrapped before and following appending 
the new investigation. Particularly, suppose a given rule , 
and a candidate test (feature value)  that might be included 
to the antecedent of . Understand  is the rule generated by 
adding test to rule .  
 
The assessment by adding  to  is defined 
as , where  
and  are the numbers of positive and negative instances 
covered by , correspondingly. and are the numbers of 
the positive and negative instances wrapped by , in that 
order. Firstly FOIL algorithm studies a rule  for a specified 
target perception value (e.g. Y=0). For every value  of 
feature before the generation of the 
rule , the number of positive instances with  is equipped 
that of negative ones, as a result any one is probable to be 
selected into r’s antecedent. Believe  is the first one 
chosen into ’s antecedent, after that the number of positive 
instances wrapped by  is  and the number of negative 
instances covered by  is  additionally.  
 
This indicates merely  is not able to differentiate the 
different target perception assessments. Consequently, more 
feature values are required to be chosen into ’s antecedent 
to additional focus the rule based on the FoilGain. Intended 
for the remaining three features and , 

and

. This denotes that it is unfeasible to differentiate the value 
of as of that of or by . Thus, the value of 

may be recognized as the current best value and chosen 
into the rule’s antecedent by fault. 
 
4. FEATURE SUBSET SELECTION ALGORITHM 
WITH FOIL BASED RIPPER  
 
In this sector, explain our proposed feature subset selection 
algorithm, FRRFS(FOIL Rules RIPPER Based Feature 
Selection) , which not merely preserves relevant features and 
excludes irrelevant and redundant features, but also captures 
feature interaction into concern. This method consists of two 
connected steps of the (i) redundant feature exclusion and 
interactive feature reservation and the (ii) irrelevant feature 
identification. At the very first, by the restricted-FOIL 
algorithm classification rule set (CRSet) is extracted from a 
given data set. The major disadvantages of FOIL rules based 
only single test for verification ,so it becomes less result for 
accuracy ,improve the efficiency proposed a RIPPER rule 
based combined with FOIL algorithm, the rule of each 
candidate set generated using RIPPER algorithm for each 
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and every feature. CRset is derived using RIPPER 
algorithm. RIPPER is shortened as Repeated Incremental 
Pruning to Produce Error Reduction. RIPPER is particularly 
additional well-organized on huge noisy datasets .There are 
two kind of circle in Ripper algorithm that is Outer loop and 
Inner loop. Outer loop adds one FOIL rule at a moment to 
the FOIL rule base and Inner loop adds one situation at a 
moment to the present FOIL rule. The information gain 
determines is making the most of by adding together the 
circumstances to the FOIL rule. This procedure is continued 
in anticipation of it covers rejection negative exemplar in the 
feature subset selection and feature subset are derived using 
FRFS.  
 
After that, a candidate feature subset is attained by joining 
the features whose values appeared in the antecedents of the 
classification rules in CRSet. Even though the candidate 
subset keeps out redundant features and preserves interactive 
features, there might be some irrelevant features established 
at the equivalent occasion. The subsequent step is exercised 
to recognize and eradicate irrelevant features. In favor of this 
reason, a new rule-support-based metric, which is submitted 
to as feature CoverRatio, is defined to evaluate the relevance 
of a feature to the target conception and for a specific 
feature, the smaller the CoverRatio is, the more expected it 
is an irrelevant feature. consequently, in this action, we at 
most initially compute the CoverRatio for every feature in 
the candidate feature subset obtained in Step 1, afterward, 
the features whose CoverRatio is lesser than a predefined 
threshold are believed as irrelevant features and shifted 
further than the candidate subset. In the subsequent 
segments, we first explicate why these two steps can 
efficiently address corresponding issues in feature selection, 
then present the pseudo-code of our proposed algorithm and 
examine its time convolution. 
 
With the aim of assurance the first step of our proposed 
algorithm is capable of keep out redundant features and 
reserve interactive ones. In the restricted FOIL, each rule 

 is generated by repeatedly adding these feature 
values into its antecedent until no negative instances are 
enclosed through this rule. That is to say, all the instances 
including ’s antecedent  are positive (i.e. with target 
concept value y). Additionally, from the definition of rule-
confidence we know that the confidence of rule r is always 1, 
which is the maximum value of the confidence of a rule. As 
a result, rule  produced by the restricted FOIL has the 
following FOIL rule 
property:

 Certain a data set  and a predefined CoverRatio 
threshold , our proposed FRFS algorithm selects a feature 
subset  from .  
 
 
The consequent evocative pseudo-code is shown in 
Algorithm 1. 

 
 

 
Output: S: the selected feature subset 

1  
2  
3  

 
4  
5  
6  
7  

 
8  
9  
10  
11  
12  
13  
14  
15  
16  
17  
18  
19  

 
20  
21  

22 
 

23  
24  
25  
26  
27  
28  
29  
30  
31  
32  
33  

 
The pseudo-code consists of two divisions. In the first 
division (rows 1–5), classification rule set CRSet is created 
from the data set  by function . The task 
is applied based on the basic FOIL algorithm with the 
constraint. specifically, when choosing the greatest feature 
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value being added into the antecedent of the current rule, the 
one picked up should not only has the maximum FoilGain, 
but also be helpful in distinguishing the negative instances 
from the positive ones. Subsequently the candidate feature 
subset is attained through combining the features whose 
values materialized in the antecedents of the rules in CRSet. 
In the subsequent division (rows 6–14), for every feature F 
in candidate feature subset , the CoverRatio of  is 
calculated by function  in 
proportion to, 
 

  
 
based on  and CRSet.  
 
Stipulation the CoverRatio of  is greater than the 
predefined threshold ,  is added into the optimal feature 
subset S, and removed from  at the same occasion. Or 
else, F is simply eradicated from . Do again this 
procedure until  is empty. Then, S is returned as the 
optimal feature subset. In this algorithm, a larger value of a 
feature’s CoverRatio indicates that the feature is more 
relevant to the target perception. Accordingly, a large  is 
associated with a high probability of removing relevant 
features. Heuristically the threshold  is set to be 

 unless otherwise declared, where 
CoverRatio the maximum CoverRatio of the feature of 
candidate feature subset . Certainly this threshold also 
can be regulated using the standard cross-validation. 
 
5. EXPERIMENTAL RESULTS 
 
5.1 Classification accuracy 
 
The efficiency concerns the time required to find a subset of 
features (heart dataset), the effectiveness is related to the 
quality of the subset of features. Based on these criteria, 
FOIL RIPPER Rule based subset selection algorithm selects 
the features based on the rules generated from FOIL 
RIPPER Rule is proposed and experimentally evaluated. The 
proposed method has been estimated using the following 
measures: 
 

 
Where  

 
 

 
 

 
In this part present the classification accuracies of FRFS and 
FOIL with RIPPER algorithms. This outcome can be used to 
further judge against our proposed algorithm with other 
algorithms. From Fig. 1, we observe that the accuracy of 
RIPPER with FOIL is statistically better than with FRFS.  
 

 
 
Figure 1: NB (Navie bayes) Classification Accuracy with feature 

selection  
 

 
 

Figure 2: SVM(Support Vector Machine) Classification Accuracy 
with feature selection  

 
6. CONCLUSION  

We presented a new propositional FOIL rule based RIPPER 
feature subset selection algorithm, which is extremely 
appropriate, particularly to high-dimensional data. This 
algorithm is suggested for not only recognizing and 
removing irrelevant and redundant features, other than 
moreover dealing with interactive features. To achieve this 
we first defined relevant, redundant and interactive features 
based on classification rules. After that based on these 
concepts, we implemented the feature selection algorithm, 
which involves two steps (i) redundant feature exclusion and 
interactive feature reservation and (ii) the irrelevant feature 
identification. We furthermore clarified why these two steps 
are capable of eliminate redundant in addition to irrelevant 
features and reserve interactive features with the help of the 
propositional FOIL rules produced with the restricted FOIL 
algorithm similarity within the process also we have 
evaluated the approach. 
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