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ABSTRACT 

We know that data is the collection of informa-
tion.A lot of data that can producevaluable infor-
mation, The type of information is produced by the 
data and it decides the method for processing .Data 
mining techniques are mainly used to find the re-
quired  information  and relationships of large 
amount of data, which helps  in decision making. 
Data mining helps in extracting meaningful new 
patterns that cannot be found necessarily by proc-
essing data. If the data is too big then the process of 
mining takes more time.so here we used to calcu-
late the size of data and type of data and then iden-
tify which type of technique or algorithm or 
method is preferable to generate a  quick solution 
or response. 

KEYWORDS:   KDD, Mining, Datamining, Data, 
Method. 

1. INTRODUCTION 

DataMining (formally termed Knowledge Discov-
ery in Databases – KDD) is a process that aims to 
use existing data to invent new facts and to uncover 
new relationships previously unknown even to ex-
perts thoroughly familiar with the data. It is like 
extracting precious metal (say gold etc.) and/or 
gems, hence the term “mining”, It is based on fil-
tration and assaying of mountain of data “ore” in 
order to get “nuggets” of knowledge[4]. The data 
mining process is diagrammatically exemplified in 
Figure below 

 

 

Figure 1: process of Data Mining 

 

Data mining can be used in conjunction with a data 
warehouse to help with certain types of decisions.  

• Data mining can be applied to operational data-
bases with individual transactions.  

• To make data mining more efficient, the data 
warehouse should have an aggregated or summa-
rized collection of data.  

• Data mining helps in extracting meaningful new 
patterns that cannot be found necessarily by merely 
querying or processing data or metadata in the data 
warehouse. 

Data Mining Techniques Can Be Implemented 
Rapidly On Existing Software And Hardware Plat-
forms Across D&B To Enhance The Value Of Ex-
isting Resources, And Can Be Integrated With New 
Products And Systems As They Are Brought On-
Line. When Implemented On High Performance 
Client-Server Or Parallel Processing Computers, 
Data Mining Tools Can Analyze Massive Data-
bases 

 

Figure 2:  Extraction of mining data 
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A key challenge for data mining is tackling the 
problem of mining richly structured datasets, where 
the objects are linked in some way. Links among 
the objects may demonstrate certain patterns, which 
can be helpful for many data mining tasks and are 
usually hard to capture with traditional statistical 
models. Recently there has been a surge of interest 
in this area, fueled largely by interest in web and 
hypertext mining, but also by interest in mining 
social networks, security and law enforcement data, 
bibliographic citations and epidemiological re-
cords[1]. 

Data Mining (sometimes called data or knowledge 
discovery) has become the area of growing signifi-
cancebecause it helps in analyzing data from dif-
ferent perspectives and summarizing it into useful 
information [5]. 

A Data mining query outputs aKDD object. A 
KDD object is either  a rule, classifier or clustering 
[7]. These objects do not exist prior to executing 
the query nor or they part of the database being 
queried. 

Data mining algorithms such as Decision trees, 
/regression, cluster analysis continue to form a traid 
of core algorithms for data miners. This has been 
very consistent over time. However, a wide variety 
if algorithms are being used as mentioned in the 
below  

 

 

Figure 3: Different types of algorithms used for 
mining 

  An important aspect of data mining algorithms 
and systems is that they should scale well to large 

databases. A consequence of this is that most data 
mining tools are based on machine learning algo-
rithms that work on datain attribute-value for-
mat. One way to enlarge the expressiveness is to 
generalize to support mining on full relational da-
tabases. The key step in such a generalization is to 
ensure that the search space does not explode and 
that efficiency and, thus, scalability are maintained. 
Different kinds of methods and algorithms are be-
ing used to generate mining purpose . 

        Methods and algorithms such as Classifica-
tion, Clustering, Frequent Pattern Mining, Graphi-
cal Models, Spatial & TemporalMining, Data 
Stream Mining, Abnormality & Outlier Detection, 
Feature Extraction, Selection and Dimension Re-
duction, Mining with Constraints, Data Cleaning & 
Preprocessing, Computational Learning Theory, 
Multi-Task Learning, Online AlgorithmsBig Data, 
Scalable & High-Performance Computing Tech-
niques, Mining with Data Clouds, Mining Graphs, 
Mining Semi Structured Data, Mining Complex 
Datasets, Mining on Emerging Architectures, Text 
& Web Mining, Optimization Methods, Other 
Novel Methods ,etc.[4], 

Top most algorithms which will be used generally 
in data mining are  C4.5, k-Means, SVM, Apriori, 
EM, Page Rank, AdaBoost, kNN, Naive Bayes, and 
CART. These  top 10 algorithms are among the 
most influential data mining algorithms in the re-
search community. With each algorithm, we pro-
vide a description of the algorithm, discuss the im-
pact of the algorithm, andreview current and further 
research on the algorithm. These 10 algorithms 
cover classification, clustering, statistical learning, 
association analysis, and link mining, which are all 
among themost important topics in data mining 
research and development [2]. 

Classification is a well-studied problem in data 
mining. Classification performance was originally 
gauged almost exclusively using predictive accu-
racy, but as work in the field progressed, more so-
phisticated measures of classifier utility that better 
represented the value of the induced knowledge 
were introduced. Nonetheless, most work still ig-
nored the cost of acquiring training examples, even 
though this cost impacts the total utility of the data 
mining process the relationship between the num-
ber of acquired training examples and the utility of 
the data mining process and, given the necessary 
cost information, we determine the number of train-
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ing examples that yields the optimum overall per-
formance. We then extend this analysis to include 
the cost of model induction--measured in terms of 
the CPU time required to generate the model. 
While our cost model does not take into account all 
possible costs, our analysis provides some useful 
insights and a template for future analyses using 
more sophisticated cost models. Because our analy-
sis is based on experiments that acquire the full set 
of training examples, it cannot directly be used to 
find a classifier with optimal or near-optimal total 
utility. To address this issue we introduce two pro-
gressive sampling strategies that are empirically 
shown to produce classifiers with near-optimal total 
utility. [3]. 

The Process Of Data Mining Consists Of Three 
Steps such as Data Preparation, Model Building, 
Deployment 

 

Figure 4: Virtuous cycle of data mining 

An important step in the data mining process is 
data pre processing. One of the challenges that face 
the knowledge discovery process in meteorological 
data is poor data quality. For this reason we try to 
prepare our data carefully to obtain accurate and 
correct result [6]. 

To determine accurate number of clusters from 
gene expression data and validate the results using 
correctness ratio and sum of squares criteria. A new 
approach suggested to addresses the primary issue 
of k-means clustering algorithm that predefining 
number of clusters. This approach provides accu-
rate number of clusters by minimizing the squared 
error function and maximizing the correctness ratio 
value. [9] 

 

2. IDENTIFICATION OF DATA 

The goals of data mining fall into the following 
classes  

Prediction 

Data mining can show how certain attributes within 
the data will behave in the future.  

Identification 

Data patterns can be used to identify the existence 
of an item, an event, or an activity.  

Classification  

Data mining can partition the data so that different 
classes orcategories can be identified based on 
combinations of parameters.  

Optimization 

One eventual goal of data mining may be to opti-
mize the use of limited resources such as time, 
space, money, or materials and to maximize output 
variables such as sales or profits under a given set 
of constraints. 

3. TECHNIQUE 

In the process of mining we use to reduce the re-
sponse time for generating output for the requested 
query .so, in the pre processing method first iden-
tify the type of data whether it is related to clusted, 
classification etc and also the size of data whether 
the data which is subjected for mining is less or 
more .so basing on these results our system will 
identify a suitable algorithm or method or tech-
nique which helps to generate a quick response in 
the process of mining the data . The process of se-
lecting the suitable technique or algorithm or 
method is represented below 
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Figure 5: Procedure to select best data mining 
model 

 Generally every algorithm or technique will have 
its own specialization so we compare the pre-
processed results with each and every techniques or 
algorithms so that we can identify which method 
will help to process   easily  
  Most common data-mining techniques used in 
predictive analytics. Becoming familiar with them 
will go a long way toward enabling you to recog-
nize patterns in customer preferences and buying 
behaviour. techniques such as  regression analysis , 
choice modelling,rule induction , network/link  
analysis, clustering, neural n/w, mbr/cbr, decision 
tree, uplift modelling.[10].  
    Other data mining techniques used such as point 
estimation , models based on summerization, bayes 
theorem, and genetic algorithm [8]. 

           The data which is subjected for mining will 
be preprocessed efficiently and effectively   to get 
the suitable technique for mining such data .so that 
the processing time will be reduced than other 
methods . 
 
4. CONCLUSION 
The process of mining the data is to extract the re-
quired information from the large amount of data 
.In the process of mining we use different tech-
niques and methods and algorithms but mostly use 
a particular method or algorithm only. sometimes 
inorder to get the response of mining it takes more 
time , so to reduce such drawbacks here in this pa-
per we have proposed a new technique which will 
identify the size ,type of data which is to be mined 
so that for that particular data automatically the 
preferable method or algorithm  which give quick 
response than other methods will be selected .so 
this helps to generate a quick response in mining 
the data . 
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