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ABSTRACT 
 
The process of document summarization has been studied for 
more than 60 years in order to achieve an acceptable level at 
the field of automatic generation of textual summary. But, the 
demand for generating a smart summary which includes a 
mixture of helpful forms is still clear. This paper presents an 
automatic multioptions summarizer based on selecting the 
best sentences from a given document as a textual  summary, 
converting this summary into a structured form using 
syntactic chains and then generating three types of 
summarization: a structured outline, a query by document and 
a concept map. This summarizer is represented by a novel 
algorithm which  aims at generating a good summary that 
could reflect the overall picture of a given document by 
different understandable forms. The implementation of the 
proposed algorithm has been evaluated with encouraging 
results. 
 
Key words : Automatic Summarizer, Smart  Summary, 
Syntactic Chains, Text Chunking, Text Summarization.  
 
1. INTRODUCTION 
 
For academic research, literature review is necessary for the 
classification, presentation and evaluation of what other 
researchers have written on a specific topic which requires 
academic skills for outlining what others have done in an area 
of interest to review the literature [27]. As an effective 
starting point for the revision process, outlining documents  is 
a helpful tool for gathering notes about what was written in 
research area. But, it can be challenging for users to extract 
key phrases to identify the right resources to attach, especially 
when dealing with large resource collections [1] [32] . So, text 
outlining can be an effective technique for distilling the main 
topics by editing a text with the process of condensing a long 
research paper into a shorter one [22] for taking notes to see 
the overall points of the text. On other hand , the first stage in 
the text summarization process [16] is extracting its 
“aboutness” as a shortest summary taking into account 
sentence structure [13].  However, in early work on automated 
summarization it was assumed that the most frequently 
occurring context bearing words reflect the most important 
text content and a good indicator for important concepts. But 
the weak point of this method is that it does not assign any 

 
 

importance to the semantic connections between the words. In 
the attempt to take the content analysis beyond the word level, 
analysis methods depend on  capturing the dependency 
relations between the text segments and spot the concepts 
rather than its word components [16]. Typically, automatic 
generation of brief summaries focuses on different problems 
such as sentence extraction, processing structured templates, 
and creating a headline style summary from a text [11]. 
Although this area has received a great deal of attention in 
recent research, the need for a highly efficient tool that 
produces usable summaries is clear [26]. However, there are 
many textual summaries schemes such as flat summary with a 
non-structured summary form and  Smart summary where the 
summarizer automatically provides the best possible type of 
summary with  the optimal length by analyzing the structure 
of a document. In fact,  there are some summarizers already 
commercially available in the market such as Copernic®, 
Sinope® and AutoSummarize that generate summary reports 
for the best sentences and concepts of the text by processing 
documents, e-mail messages, hyperlinks, web pages,  or files 
[23]. So far, what most summarization systems do is to extract 
the most important text sentences from the source input [13] 
or the headline-style summaries [17] which adopt a form of 
compressed English in unconnected sequences of terms [15] 
that help to get a quick idea of the content [11]. But, in the 
current summarizers, there are some issues that still need to 
be addressed include ways to generate a smart summary from 
documents that can assist academic researchers in their tasks, 
by enabling them to easily understand the overall picture of 
the document and at the same time quickly determine a Query 
by Document (QBD) to be used by any search engine. 
Fortunately, by its function, concept maps can also be useful 
to serve as indicative summaries [45] and considered better 
than other forms of text summarization [4]. Consequently, 
this paper presents a proposed algorithm for designing a new 
summarizer to generate multioptions of  descriptive summary 
forms  for a given document such as  a QBD and a concept 
map by exploiting the nature of the concept map that involves 
both structure and content characteristics of the map [6] 
which consists of a set of propositions represented by 
concept-link-concept triples as a meaningful statements about 
some object [31]. The designed multioptions summarizer is a 
summarization software system  that allows researchers  to 
choose the type of summary they need to be used as an 
assistance tool in their research works. 
 
The remainder of this paper is as follows; in Section 2, the 
literature review is described and section 3 discusses the role 
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of natural language processing and text chunking in building  
the proposed summarizer. Section 4 explains the 
methodology used for designing the proposed summarizer 
and the details of its algorithm. Experiments and evaluation 
are introduced in section 5. Finally, section 6 underlines 
conclusion and future work. 
 
2. LITERATURE REVIEW 
 
Hongyan et al. [18] built a novel cut and paste based text 
summarization system where the input to that system was a 
single document from any domain by extracting key sentences 
using existing tools such as current summarizers. Their 
summarizer edits extracted sentences, using sentence 
reduction removal inessential phrases and combination to 
merge resulting phrases together as coherent sentences. 
Shiyan et al. [7] reported three different summarization 
approaches: a sentence-based summary that extracts 
important sentences using various features, another 
sentence-based summary generated by extracting research 
objective sentences, and a variable-based summary focusing 
on research concepts and relationships. Their evaluation 
results indicated that the majority of users (70%) preferred the 
variable-based summary, while 55% of the users preferred the 
research objective summary, and only 25% preferred the 
sentence-based summary. Qazvinian et al. [10] presented a 
summarization methodology to find important contributions 
of scientific articles based on considering the key-phrases that 
have been repeated in more sentences are more important. 
Yuen-Hsien et al. [12] described a series of text mining 
techniques such as text segmentation, summary extraction 
and feature selection to verify the usefulness of segment 
extracts as the document surrogates. Alam et al. [23] 
proposed a design of a Commercial Summarizer that 
combines document analysis, structural decomposition, XML 
representation and lexical chain analysis. Their proposed 
summarizer is compared to three commercially available 
summarizers: Copernic®, Sinope® and AutoSummarize. 
Their summarizer could generate  a flat summary that is 
coherent and meaningful . But, they concluded  that there  still 
need to generate a good summary from documents that have 
specific constructs [23]. To generate a good summary, 
Inderjeet et al. [20] addressed the problem of revising 
summaries to improve their quality to achieve both indicative 
and informative functions by performing three types of 
operations: elimination, aggregation and deleting extraneous 
information.  However, the most researches in this field 
attempt to generate a good summary by means of 
understandable and expressive forms at a higher level of 
abstraction. In this paper, a new algorithm is proposed with a 
vision of building a structured summary that can be used as an 
initial base to construct a smart summary with  
understandable and usable forms.  
 

3. THE ROLE OF SYNTACTIC CHAINS IN 
BUILDING A STRUCTURED SUMMARY 
 
In natural language processing (NLP), some coherence 
chunking approaches could significantly improve the quality 
of text summarization based on dividing sentences in 
chunks[4] using grammar patterns [5] for avoiding sentence 
ambiguity and part-of speech (POS) for recognizing the 
boundaries of specific phrases[1],  identifying their types and 
distinguishing non-overlapping text chunks syntactically [3]. 
Accordingly, the proposed  algorithm in this paper acts as a 
way to advance the existing text summarization based on deep 
syntactic analysis by developing a new text "Chunker" for 
specific purposes such as concept mapping and query 
generation. Firstly, The meaning of the complete sentence is 
assigned by the meaning of the words and the pattern in 
which these words are arranged. Accordingly, the semantic 
relationship between the concepts is denoted by the words 
organized in patterns, while a syntactic representation of a 
sentence is a data structure that represents how a set of surface 
words are arranged in a sequence to form a pattern [25]. 
Identifying semantic relationships in text involves looking for 
particular linguistic patterns in the text that point to the 
existence of a particular relationship using pattern-matching 
to recognize the segments of the text or the parts of sentence 
that match with each pattern [21]. The recognition of the 
patterns demands structured data, but text to some extent is 
unstructured. This text mining problem can be considered as 
enforcing structure on text to make it obedient to the analytic 
techniques of data mining. Natural Language Processing 
(NLP) could be a powerful tool for text mining and 
consequently for text summarization, because it can 
differentiate how words are used such as by sentence parsing 
and part-of speech (POS) tagging, and so might add 
significant power to statistical text analysis [19]. In addition,  
punctuation marks provide obviously unambiguous word 
boundaries by segmenting long expressions into their 
component words. So, this research introduces  a new text 
summarization algorithm based on NLP tools in order to 
signal semantic relationships between the concepts. In this 
algorithm, a syntactic-oriented approach is used for feature 
selection criteria in both concept detection (e.g. nouns or 
proper nouns are selected as concepts) and relation detection 
by using the shallow parsing for chunking purpose and to 
output the chunked text. In addition, in an attempt to classify 
the contents of the text, a rule-based method is adapted to 
detect all concepts, relations, and segmentation points with 
some proposed patterns for the purpose of matching with 
specific syntactic parsed (tagged and chunked) fragments. 
Initially, the text is converted into a structured form as a table 
that consists of three classes; concept, relation, and 
segmentation point. After that, this table is used for finding 
all the potential forms of propositions as a syntactic-chain. 
For this purpose, two specific patterns are defined for 
matching with the contents of the created table. Finally, for 
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generating a structured form of a summary, a set of rules are 
suggested to construct a headline-style list of summary in 
order to shape the overall outline. For example, to achieve the 
goal of extraction all potential propositions, two main rules 
are defined to be applied through the process of generating an 
outline from as a structured summary; which are: 
Rule 1: The first {concept –relation-concept} pattern found in 
a segment must be selected as the first unit of a 
syntactic-chain. 
Rule 2: All the subsequent {relation-concept} patterns in the 
same segment must be added to the first unit of that chain. 

4. METHODOLOGY 
As a preprocessing phase for the automatic generation 
algorithm of a smart summary, the input document has to be 
summarized by a proper text summarization tool that can 
express extracting the most important sentences throughout 
the text based on its key concepts into an unstructured flat 
summary. First phase of this algorithm is outlining the flat 
summary into a headline-style form. For this phase, some 
current available summarizers such as Copernic Summarizer 
are exploited to produce a comprehensive summary, because, 
this summarization technologies could significantly create 
concise document summaries using sophisticated linguistic 
and statistical algorithms by identifying the key concepts and 
extracts the most related sentences, resulting in a summary 
that is a shorter, condensed version of the original document 
[29]. In addition, to introduce the author’s view or main 
points, the focus is on position-based mode of text 
summarization that depends on the sentences occur at the 
beginning as the most important ones, therefore, the whole 
summary of the original document is obtained, afterwards, 
only the first sentences with no more than 20% of the 
summarization are used for analysis, editing, and 
transforming them into an outline form using NLP techniques 
to automatically extract information from unstructured text 
through a detailed syntactic analysis of the previous 
summarized text. Chunking as a shallow parser is used to tag 
each word with its POS and exposes the noun phrase and verb 
phrase chunks for the whole text.  By adapting a new method 
for syntactic analysis, the next phase is extracting structured 
data as a regular organization of entities and relationships 
from unstructured text based solely on chunking as a natural 
language processing for parsing the text and detecting 
sentence fragments to build a system that aims at extracting 
propositions. Therefore, a software system is built with 
beginning by chunking the text as its first input for the process 
of building two arrays: type-classifier array and candidate 
concept-relation array. To produce a new summary of the 
original document, this system takes the classification arrays 
of the produced structured data as a new input to generate a 
list of headlines which form the final outline as its first output, 
followed by creating the simplest form of a concept map as the 
second output, and finally, generating a QBD from the 
created concept map using all its concepts as a candidate key 

phrases with a combination of  using the most frequently 
words in the original document to select the key phrases 
which are used to form a QBD as a final output of the 
developed system. 
 
Initially, the algorithm of the proposed multioptions 
summarizer is explained with the following steps:  
Step 1. Summarizing a document into its most important 
sentences.  
Step 2. Chunking the Summarized Text.  
Step 3. Segmentation. 
Step 4. Normalization. 
Step 5. Generating an outline form of summary as follows: 

1. Converting the text into structured data.  
2. Identifying candidate concepts and relations.  
3. Building a structured form of sentence fragments.  

Step 6. Concept mapping by converting the generated outline 
as a whole into a graphical form of a concept map. 
Step 7. Query generation by extracting the key-phrases from 
the generated outline. Figure 1, shows all phases of this 
algorithm that simplify the following details: 
 
 

 
Figure 1: The all phases of the  multioptions summarizer's 
algorithm 
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A. Summarizing a document into its most important 
sentences 
To condense a document into its main points as a 

preparation step for automatic generation of a concept map, 
the input document has to be summarized by a proper text 
summarization tool to extracts its most important sentences 
based on frequency keyword approach which first find a set of 
index terms for the document, and then choose the sentences 
which contain most keywords.  
 
To introduce the author’s view or main points, the most focus 
is on position-based mode of text summarization that depends 
on the sentences occur at the beginning as the most important 
ones, therefore, the whole summary of the original document 
is taken, afterwards, just first sentences with no more than 
20% of the summarization is captured for further analysis and 
editing.  
 

B. Chunking the summarized text 
This step based solely on shallow parsing as a natural 

language processing for a syntactic analysis of sentences in 
the summarized text. Chunking is used to perform noun 
phrase and verb phrase recognition which identify these 
grammatical elements by assigning a tag for each word in a 
sentence to indicate whether this word is inside or outside a 
chunk. for the input of this process, the "NLProcessor by 
Infogistics" [30] is used to produce linguistic information 
which directly marking text with XML tags. 

 

C. Segmentation 
Splitting the chunked text up into a series of separated 

segments to construct, if possible, one outline from each 
segment. This step makes use of punctuation marks as 
segment separators for decomposing the text into multiple 
parts.  

 

D. Normalization  
Normalization is the process of removing multiple words 

from the text in order to reduce preliminary the size of a text 
by defining terms that can be excluded without losing 
essential textual information. For normalization, unnecessary 
elements are deleted from the text.  

 

E. Automatic outline generation 
As a new technique for summarizing large documents into a 

list of descriptive and comprehensive headlines by making an 
analysis of the sentences' syntactic structure, Identifies the 
key components of headlines, and then reuses these 
components to create an outline as shown in Figure2. 
Accordingly, this algorithm automates the process of 
outlining by three steps as follows:  

1. Converting the Text into Structured Data: A prior step to 
convert unstructured data of natural language sentences into a 
structured data is building a matrix with three classifier arrays 
(index, term, type ) by taking words directly from the chunked 
text and at the same order they are found in the text, assigning 
for each term an index number that point to, classifying each 
term with a type of either entity, or link category. For entity 
detection, the definition of a noun phrase is used which is 
either a single noun or a group of words containing a noun 
that function together as the subject or object of a verb or a 
preposition. In link recognition, strings which connects 
syntactically related words, phrases or clauses together within 
the text are detected. Therefore, verbs, verb phrases, 
prepositions, preposition phrases, to infinitives and 
conjunctions  are considered as terms with a category of link.  
 
 

 
 

Figure 2: Outlining phase of the multioptions summarizer's 
algorithm. 
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2. Identifying Candidate Concepts and Relations: Scanning a 
structured form of separated terms in type classifier matrix 
and then operating on them in sequence to build a new 
classifier for re-chunking the text into cascaded chunks of 
candidate concepts and candidate relations. From their 
definitions, concepts are sequences of words that occur 
together and are used frequently to represent independent 
entities or ideas, and relations are the connection between 
these entities. Therefore, in building candidate concepts, all 
consecutive terms in the matrix with type entity that are 
mentioned near one another in the text are considered as one 
candidate concept, and for building candidate relationships, 
all consecutive terms in the matrix with type link that are 
mentioned near one another in the text are considered as one 
candidate relationship for a pair of entities .  
 
3. Formulating Headlines' Building Units: In this process, a 
set of rules are suggested and applied on each segment 
separately to convert it into vectors of regular units that 
consist from fragments shorter than a sentence. Within a 
particular segment, a forward searching is followed to scan its 
content from left to right for detecting specific patterns of 
sentence fragments, and backward deletion as reverse 
orientation to remove all discarded concepts or relations from 
this segment, or to delete the whole segment if needed. To 
build headlines' units vector, the search is for two different 
patterns in the same segment is done: First-unit pattern, and 
next-units pattern. First-unit pattern is {C1 R1 C2} which 
represented by one vector of a pair of candidate concepts and 
a candidate relationship intervenes between them. To detect 
the first vector existence, the first candidate concept C1 in a 
segment is found to begin with, and determine any preceded 
candidate relation, if found, as discarded relations. Then, 
finding R1 and C2, where R1 is the next chunk that represents 
a candidate relation, and C2 is the first succeeding candidate 
concept in the segment. If the three conditions are satisfied 
then, remove any discarded relations and consider the triple 
of (C1, R1, C2) vector as the first unit of a headline , and if not 
satisfied then, apply backward deletion to delete the whole 
segment from the text. But If the first vector is found and the 
current segment didn't finish then complete the process by 
detecting another pattern for next fragments existence. 
Next-units pattern is {Rn, Cn+1} which represented by a 
vector that involved candidate relation and its following 
candidate concept. Begin with finding, if possible, a new 
candidate relation Rn then check if it is followed by a 
candidate concept Cn+1. If the two conditions are satisfied 
then determine that the vector (Rn, Cn+1) is the next unit of 
the headline, then reapply this step until reaching the end of 
the segment. If Rn is found and Cn+1 isn't exist then treat Rn 
as a discarded relation. Once the forward searching finds the 
beginning of a new segment the previous process should be all 
over again to identify new vectors for a set of headline units.  
 

F. Outline extraction 
This process aims at producing a set of headlines in order to 

form an outline form of summary that describes a document 
by summarizing what it is about. As shown in Figure 3, every 
headline form is built by simply concatenating the 
consecutive pieces of fragmentary information units from the 
output vectors of each segment separately, and aggregating 
them by their successive order in the text to act as a continues 
chain of concepts and relations, where a chain is a list of 
words that form one complete headline, and must satisfy the 
following four rules:  

1. The order of the words is that of their occurrence in 
the text.  

2. Every chain must begin and end with concepts.  
3. There must be one relation between every pair of 

concepts. 
4. There is, at least, one (C1– R1– C2) triple in a chain:  

 
C1 – R1 – C2…Rn – Cn+1. 

Figure 3: A headline chain with n relations intervene n+1 concepts. 

For example, If the analysis of one segment has the following 
outputs of structured data: 

1. The first fragment is: C1 – R1 – C2.  
2. The next fragments are: R2 – C3– R3 – C4.  

Then the produced headline which represents that segment 
would be built from structured chain as in Figure 4. Finally, 
the output set of the separated chains are aggregated in order 
and formalized in a numbered list to obtain a structured 
outline of the original document.  
 

C1 – R1 – C2 – R2 – C3 – R3 – C4.  
Figure 4: A headline chain with three relations and four concepts 
 

G. Concept mapping 
This phase is specialized to generate the simplest form of 
concept maps by converting the entire outline into a set of 
propositions as shown in Figure 7. By its functions, current 
concept mapping software make it possible to import this 
generated structured list of propositions and translate it into a 
visual map. Hence, "CmapTools" software (learning software 
developed by the Institute for Human and Machine 
Cognition) is exploited to produce a graphical representation 
of the concept map [2][24]. But, this software needs writing a 
set of propositions manually and saved them in a separated 
file to be used as an input text then it translate these 
propositions into graphical form. Fortunately, this phase of 
the algorithm could automatically generate a fitting  set of 
propositions from flat data structures to be used as an input 
text for this software. Therefore, the resulted outline chains 
are adapted structurally as follows: 

1. For each chain, make one repetition of all its concepts 
except the first and the latest ones, as shown in 
Figure 5.  
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2. Build a structured list of propositions by decomposing 
each modified chain separately into multiple parts 
using the beginning of the repeated concepts as 
splitting points, as shown in Figure 6. 

3. Merge all the separated headlines in one concept map 
by connecting the root of every headline with a 
common relation to the title of the original document 
through adding n initial triples of { C0 – R0 – C1 } to 
the structured list of propositions, where n is the 
number of the resulted propositions, C0 is a concept 
that includes the title of the document, R0 is a proper 
relation, and C1 is the beginning concept in a 
headline. 

 

C1 – R1 – C2– C2 – R2 – C3 – C3 – R3 – C4. 
Figure 5: The adapted headline chain after an addition of 

the repeated concepts C2 and C3. 

 

C1 – R1 – C2 
C2 – R2 – C3 
C3 – R3 – C4. 

Figure 6: The output form of automatic propositions 
generation 

 

 

Figure 7: Generating Concept Map Phase 

H. Query Generation  
Based on the combination of the most frequently words in 

a document and all the concepts found in the generated 

outline, the QBD generation is performed as follows: 

1. From the generated outline, extract all the concepts 
that contain two words or more and consider them 
as candidate query units. 

2. Rank the most frequently words by the number of 
their occurrence in the original document and put 
them in one list. For this process, current available 
summarizers such as "tools4noobs" [28] are used to 
pick only the first thirty frequently words from its 
outputs. 

3. Beginning with the first word, map each word in the 
previous list to the set of candidate query units and 
consider the units that contain this word as chosen 
ones.  

4. Detect and delete redundant concepts through 
mapping process. 

5. Aggregate all the resulted chosen query units to form 
a QBD. Figure 8, summarize this phase. 

 

 

Figure 8: Query generation phase 

 

4. EXPERIMENTS AND EVALUATION 
 
Evaluating a summary or the generated concept map is a 
difficult task because there does not exist an ideal summary 
or standard concept map for a given document. Besides, the 
agreement between human is quite low, both for generating 
and evaluating concept maps or summaries. The absence of 
a standard human or automatic evaluation metric makes it 
very hard to compare deferent systems and establish a 
baseline [14] [8]. To avoid this problem, a new framework is 
proposed for concept map and QBD evaluation with some 
measures  that are specially used to explore the extent of the 
proposed algorithm ability to produce a reasonable concept 
map and QBD for large document automatically. For this 
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purpose, the proposed algorithm is transformed into an 
executable software system and using its automatic outputs 
for further manually tests. These tests were applied on a 
collection of 20 documents of academic research papers and 
a collection of 200 documents for information retrieval 
purpose. For more illustration, the research paper: "A 
Ranking Approach to Keyphrase Extraction" [9] was used as 
an example of the system's  input  to demonstrate the actual 
outputs of the algorithm's implementation as three forms of 
summaries shown by figures 9, 10 and 11. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 9: An example of automatic outlining outputs 

 
Figure 10: An example of automatic concept mapping outputs 

1-paper addresses issue of extracting keyphrases from 
document. 
 
2-problem was formalized as classification and learning 
methods for classification were utilized paper points that is 
essential to cast keyphrase extraction problem as ranking 
and employ learning to rank method to perform task. 
 
3-state-of-art method of learning to rank in keyphrase 
extraction. 
 
4-experiments conducted on datasets show that ranking 
svm outperforms baseline methods of classification. 
 
5-learning to rank techniques in keyphrase extraction. 
 
6-paper address automatic extraction of keyphrases from 
document. 
 
7-keyphrases of document mean words and phrases and 
represent content of document   
 
8-keyphrases are useful for various applications such as 
document summarization document retrieval document 
categorization and clustering in digital library keyphrases 
of scientific paper help users to get rough sense of paper. 
 
9-keyphrase extraction consists of steps. 
 
10-candidate phrase identification and keyphrase selection. 
 
11-problem was formalized as classification in classifier 
was trained and used to categorize phrases as keyphrases or 
non-keyphrases. 
 
12-documents as keyphrases assigned by authors or 
annotators were utilized as training data. 
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Figure 11: An example of automatic query generation outputs 

 

4.1 Concept Mapping Evaluation 
 
For this evaluation, analytically assessement of the 

generated concept maps is performed using five proposed 

tests to examine their quality considering both the layout 

factors of the maps and their content; Subjectivity, Focusing, 

Accuracy, clearness, and organization.  

A. Concept Map Subjectivity: 
Test 1: Counting the number of sentences in the abstract 

of the research paper that have been covered by the 

generated concept map. This test could be computed by the 

following proposed formula: Subjectivity degree = the 

number of abstract's sentences that have been covered by the 

generated concept map / the total number of the abstract's 

sentences. Figure  maps for 20 research papers. 

 

 

 

 

 

Figure 12: The degree of subjectivity in the generated concept maps 

B. Focus Concept Map:  
Test 2: Counting the number of the distinct ideas in the 

generated concept map. Figure 13, shows the focusing 

degree of the generated concept maps. 

This test could be computed by the following proposed 

formula:  

Focus degree = 1 – (the number of the repeated ideas / the 

total number of the ideas that have been covered by the 

generated concept map).  

 
 
 
 
 
 
 
 
 

 

Figure 13: The focusing degree of the generated concept maps 

C. Concept Map Accuracy: 
Test 3: Estimating, syntactically, the rate of the correct 

concepts and relations in the generated concept map. The 

results seen in Figure 14, could be computed by the 

following roposed formula: Accuracy degree = 1 – {(the 

number of the syntactically incorrect concept labels + the 

number of the syntactically incorrect link labels) / the total 

number of the labels that have been used in generating the 

concept map}. 

Figure 14: The accuracy of the generated concept maps 
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D. Concept Map Clearness: 
Test 4: Estimating the rate of the clear ideas in the 

generated concept map. This test could be computed by the 

following proposed formula:  

Clarity degree = 1 – (the number of the ambiguous ideas 

appear in the generated concept map) / the total number of 

the main ideas in the generated concept map). 

Figure 15, shows the clearness degree of the generated 

concept maps. 

 

 

 

 

 

 

 

 

Figure 15: The clearness of the generated concept maps. 

E. Concept Map Well-Organization: 
Test 5: Finding the well connection rate for the 

propositions in the generated concept map. This test could 

be computed by the following proposed formula: 

Organization degree = 1 – (the number of errors appear in 

the connection forms of the generated concept map) / the 

total number of the connections in the generated concept 

map). 

Figure 16, illustrated the organization degree of the 

generated concept maps 

 

 

 

 

 

 

 

 

Figure 16: The organization degree of the generated concept maps 

 
4.2 Query Generation Evaluation 
 
For evaluating automatically-generated query by document, 

the results of key-phrase extraction process are compared 

between the proposed multioptions summarizer's algorithm 

and the well known Yahoo Extractor from the perspective of 

Syntactic Accuracy, and document retrieval. Figure 17, 

demonstrates a comparison with Yahoo Extractor results: 

A. Query Generation Syntactic Accuracy: 
Test 6: as away to generate a well-structured query, this 

test aimed at ensuring the syntactically correctness of the 

extracted key-phrases.  
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Figure 17: Comparison for the generated queries syntactic accuracy. 

B. Query Generation Test for Retrieving Document: 
Test 7: In this test every document in the collection is 

searched by its generated query and its retrieval priority 

number is checked to be considered as an indicator of the 

ability of the generated query to represent the original 

document.  

Figure 18, shows a comparison of these results with the 

Yahoo Extractor results. 
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Figure 18: Comparison for the capability of the generated queries to 
retrieve its original document. 
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C. Evaluation of the information retrieval effectiveness 
To evaluate the generated queries effectiveness for 

information retrieval, the experiments was performed with 

searching by both Yahoo and Google search engines for 

each QBD in a collection that consists of the generated 

queries via the developed outlining system. 

Test 8: taking the search engine results and checking each 

one for relevancy (by manually distinguishing them into 

relevant and irrelevant documents, and then compute the 

precision for every query to examine the extent to which the 

retrieved documents are relevant using the following 

formula: 

Precision = ({relevant documents} ∩ {retrieved 

documents}) / {retrieved documents}.  

Figure 19, shows the precision results for the collection of 

200 documents retrieved for the generated queries. 

Obviously, these results provide preliminary support for the 

suggestion that the proposed multioptions summarizer's 

algorithm is valid to assist in the process of retrieving the 

relevant documents from different search engines. 

 

 

 

 

 

 

 

 

Figure 19: The information retrieval by the generated query. 

 

5. CONCLUSION  
 
To provide a smart summary of a given document with 

possible reference to the researcher's interests, the proposed 

multioptions summarizer's algorithm in this paper could 

provide three summarization options that are designed as a 

structured  outline which is extracted from a document as a 

list of short notes or in a visual representation by a 

descriptive concept map that facilitate the understanding of 

its main topics. In addition, to the third option as a concept-

based query from a given document that could act as a 

helpful tool  to search for similar documents. However, 

since the present algorithm based mainly on a deep analysis 

of the given text's syntactic structure, it could work better if 

its input was a well-written text but it is still a current 

limitation of this study to deal with ill-formed text. Finally, 

although this algorithm is proved to be acceptable to create 

multiple forms of summarization for a given document 

automatically, it is currently applicable only for English 

language, but fortunately, it has gain some significant 

advantages that can facilitate future works for converting it 

to other languages, such as: 

1. The ability to derive the dependency information by 

its own. 

2. The ability to build a well structured-text. 
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