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ABSTRACT  

The aim of this work is finding some result’s in the existence, 
uniqueness and stability solutions of new fractional integral 
equations of Volterra Fridlhom types by using Picard 
approximation method. Theorems on existence and uniqueness 
of a solution are established under some necessary and sufficient 
conditions on compact spaces. Furthermore, the study leads us to 
improve and extend the above method and the study become 
more general and detailed than those introduced by Butris 
results. 

Key ords: Existence, uniqueness, and stability solution, 
fractional integral equations of Volterra-Fridlhom types, Picard 
approximation method. 

1. INTRODUCTION 

      Over the years, many mathematicians, using their own 
notation and approach, have found various definitions that fit the 
idea of a non-integer order integral or    derivative. One version 
that has been popularized in the world of fractional calculus is 
the Riemann Liouville definition. It is interesting to note that the 
Riemann-Liouville definition of a fractional derivative gives the 
same result.  Since most of the other definitions of fractional 
calculus are largely variations of the Riemann-Liuoville version. 
         Many results about the existence, uniqueness and stability 
solutions of fractional integral equations have been obtain by 
Picard approximation method that were proposed by many 
studies [2,3,5,7,9,18,19,20]. They are many subjects in physics 
and technology using mathematical methods that depends on the 
linear and nonlinear integral equations, and it became clear that 
the existence of solutions and it is algorithm structure from more 
important problems in   many studies and researches 
[	4,6,10,11,17,18		]	dedicates for treatment the autonomous and 
non-autonomous systems and specially with integral equations.  
Picard approximation method [11,12	] owing to the great 
possibilities of exploiting computers are becoming versatile 
means of the finding and approximate construction of a solution 
of integral equations. Rama [17	]assumes the Picard 
approximation method to study the ac solutions for integral  

equations and it is algorithm structure and this method include 
uniformly sequences of a functions and the results of that study 
is using of the a solutions on wide range in the difference of new 
processes industry and technology on the 
studies[1,2,3,8,13,14,15,16,21,22].   
 

Definition1[17]. Let 0{ ( )}m mf t 
  be a sequence of functions 

defined on a set. E	⊆ ܴଵ We say that 0{ ( )}m mf t 
  converges 

uniformly to the limit function f on E if , given   > 0 there 
exists  a positive integer N  such that : 

| ௠݂(ݐ)− |(ݐ)݂ < ݉)			,	ߝ ≥ ܰ	, ݐ ∈  ܧ
 

Definition2[૚ૠ	]: Let f be a continuous function defined on a 
domain 

D = {(t, u): a ≤ t ≤ b, c ≤ u ≤ d}. 
 
Then f is said to satisfy a Lipchitz condition in the variable u on 
D, provided that a constant L > 0exists with property that 
|f(t, uଵ)− f(t, uଶ)| ≤ L|	uଵ − uଶ|, for all (t, uଵ), (t, 	uଶ) ∈ D.	the 
constant L is called a Lipchitz constant for f. 
Definition3 	[૚ૠ	].A solution  u(t) is said to be stable if for each 
ε > 0, there exists a δ > 0 such that any solution 	u෕(t) which 
satisfies ‖	uු(t଴)− u(t଴)	‖ <  t଴, also satisfies		for some ߜ
‖	uු(t) − u(t)	‖ < for all t ߝ ≥ t଴. 
 
Definition 4[9]. If  ݃(ݐ)߳[ܽ, ܾ] and, then the operator ܫ௔ାఈ defined 
by 

௔ାఈܫ (ݔ)݃ =
1

Γ(ߙ) 	
න

(ݏ)݃
ݐ) − ଵିఈ(ݏ .ݏ݀	

௧

௔

 

for		ܽ ≤ ݐ ≤ ܾ, is called the Riemann-Liouville fractional 
integral operator of order		ߙ. Here Γ(ߙ) is the Gamma function 
defined by: 

Γ(ݔ) = න ݐ௫ିଵ݁ି௧݀ݐ
∞

଴

	. 

 
Definition 5[9]. The Caputo fractional derivative of order ߙ ≥ 0 
of a continuous function  
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g:(a, b)               R is defined by 
 

	௔ାఈܦ
௖ (ݐ)݃ = ଵ

Γ(௡ିఈ)
	∫ ௚೙(௦)

(௧ି௦)ഀష೙షభ
௧ݏ݀	

௔    . 
 
Butris [૚]used both methods Picard approximation and Banach 
fixed point theorems for studying the existence and uniqueness 
solutions to the following Volterra integral equations: - 

u(t) = 	f(t) + 	න 		F(t	, s)u(s)	ds,					(t ∈ [0, a])
୲

ୟ

 

    In this equation the functions f(t) and F(t, s) be continuous on 
(finite) interval  0 ≤ t ≤ a and the square region  0 ≤ t ≤ a,	 
o ≤ s ≤ a, respectively. 
     Our work is extending some results of   Butris  [૚	], by using 
the Picard approximation method only. 

      Consider the following   fractional integrals equations of 
Volterra-Fridlhom types: - 
 
u(t) = f(t) + ଵ

Γ(α)
∫ (t− s)αିଵF൫t, s, u(s), w(s)൯ds୲
ୟ	 										(V)  

and  

w(t) = g(t) +
1

Γ(α)න(t − s)αିଵG(t, s, u(s)
ୠ

ୟ

, w(s))ds						(F) 

where 
u ∈ Dଵ ⊆ R୬, w ∈ Dଶ ⊆ R୬, Dଵ, Dଶ are close and bounded 
domains. 
The vector functions	f(t)	, g(t) and  F(t, u, w), G(t, u, w) are 
define and continuous on the domain:- 																																										 
D =
{(t, s, u, w); t, s ∈ Rଵ, ݐ| − |ݏ ≤ ℎ, u ∈ Dଵ, w ∈
																																																																			Dଶ	, 0 <∝< 1}       (1)                                            
         Suppose that the vector functions F(t, u, w) and G(t, u, w) 
satisfy the following inequalities  
 
‖F(t, s, u, w)‖ ≤ Mఈ , ‖G(t, s, u, w)‖ ≤ Nఈ																																		 
‖F(t, s, uଵ, wଵ)− F(t, s, uଶ, wଶ)‖

≤ Kఈ(∥ uଵ − uଶ ∥	+∥ wଵ −wଶ ∥)															(2)		 
‖G(t, s, uଵ, wଵ)− G(t, s, uଶ, wଶ)‖

≤ Lఈ(‖uଵ − uଶ‖	 + ‖wଵ −wଶ‖	)																									 
 
For all	t, s ∈ Rଵu, uଵ, uଶ ∈ Dଵ, w, wଵ, wଶ ∈ Dଶ 
whereMఈ , Nఈ , Kఈ	and	Lఈ are positive constant 	and  

‖. ‖ = max୲∈[଴,୦]|. |													(3)  . 
We define non-empty sets as follows: - 

D୊ = Dଵ −
hα	Mఈ			
αΓ(α) + ∥+ଵݍ 	f(a) ∥							

Dୋ = Dଶ −
hα	N	ఈ	
αΓ(α) + 	 ଶݍ + 	 	∥ 	g(a) ∥	 ⎭

⎬

⎫
																										(4) 

Where ݍଵ = max୲∈[଴,୦]|	݂(ݐ)|	and	ݍଶ = max୲∈[଴,୦]|݃(ݐ)| 
Furthermore, we assume that the largest Eigen-value of the 
matrix  

߱ = 				൮	
Kఈ

୦α				
αΓ(α) 								Kఈ

୦α					
αΓ(α)	

	Lఈ
୦α					
αΓ(α) 									Lఈ

୦α					
αΓ(α)	

	

൲     

   less than one, i.e. 
      φ	୫ୟ୶(ω) = ୦α				

αΓ(α) (Kఈ + Lఈ) < 1                (5)    
                                                                         
Define a sequence of functions {u୫(t)}୫ୀ଴∞ 	and{w୫(t)}୫ୀ଴∞   by 
the following: - 
 
u୫(t) = f(t) + ଵ

Γ(α)
∫ (t− s)αିଵF൫t, s, u୫ିଵ(s), w୫ିଵ(s)൯ds୲
ୟ     

With        u଴(a) = f(a)                            (6)                                                       
and 

w୫(t) = 	g(t) +
1

Γ(α)
න(t − s)αିଵH(t, s, u୫ିଵ(s), w୫ିଵ(s))
ୠ

ୟ

ds 

With     w଴(a) = g(a)																																										(7) 
 
 
2. EXISTENCE SOLUTIONS OF FRACTIONAL 
INTEGRAL    EQUATIONS OF (܄	) AND	(۴). 
      The investigation of the existence solution of (V	) and	(F) 
will be the introduced by the following theorem: - 
Theorem1. Let the vector functions f(t), g(t)and  
F(t, u, w), G(t, u, w) defined and continuous on the domain (1) 
suppose these functions are satisfying the inequalities (2), (3) and 
the conditions (4), (5). Then there exists a sequence of functions 
(6) and (7) converges uniformly on the domain 
 

D∗ = {((t, s), f(a), g(a)) ∈ [0, h] × Dଵ × Dଶ	}																		(8) 
 

to the limit vector function ൬u(t)
w(t)൰ which is a continuous on the 

domain (1) and satisfies the following integral equations: -  

൬u(t)
w(t)൰ =

ቌ
f(t) + ଵ

Γ(α)
∫ (t − s)αିଵF൫t, s, u୫ିଵ(s), w୫ିଵ(s)൯ds୲
ୟ

g(t) + ଵ
Γ(α)

∫ (t − s)αିଵH(t, s, u୫ିଵ(s), w୫ିଵ(s))ୠ
ୟ ds

ቍ	 (9)        

                                                                     
and it is existing solution of (V) and(F)	,pprovide that:   

൬
‖u୫(t) − f(a)‖
‖w୫(t)− g(a)‖൰ ≤ ቌ

୦α	୑ഀ			
αΓ(α) + ∥+ଵݍ 	f(a) ∥	

୦α	୒	ഀ	
αΓ(α) + 	 ଶݍ + 	 	∥ 	g(a) ∥	

ቍ														(10)  

and  

൬
‖u୫ାଵ(t)− f(a)‖
‖w୫ାଵ(t)− g(a)‖൰ ≤ ω୫(E − ω)ିଵ∅଴																			(11) 

  
for all t ∈ [0, h] and f(a) ∈ D୊, 	g(a) ∈ Dୋ, m = 0,1, … 
where:  

∅଴ =

⎝

⎛

hα	Mఈ			
αΓ(α) + ∥+ଵݍ 	f(a) ∥	

hα	N	ఈ	
αΓ(α) + ଶݍ	 + 	 	∥ 	g(a) ∥	⎠

⎞ 

By mathematical indication we can prove that: 

‖u୫(t) − u଴‖ ≤
hα	Mఈ			
αΓ(α) + ∥+ଵݍ 	f(a) ∥	 													 (12) 

 
That is u୫(t) ∈ D୊ , for all t ∈ [0, h] and f(a) ∈ D୊ 
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Similarly, from the sequence of functions (7) and we obtain that   

‖w୫(t)− g(a)‖ ≤
hα	N	ఈ		
αΓ(α) + ଶݍ	 + 	 	∥ 	g(a) ∥	 																		 (13) 

that is  w୫(t) ∈ Dୋ, for all  t ∈ [0, h] and  g(a) ∈ Dୋ 
         Next, we shall prove that the sequences of functions (6) and 
(7) converge uniformly on the domain (8). Then by mathematics 
induction, we have  
 
 ‖u୫ାଵ(t)− u୫(t)‖ ≤ Kఈ

୦α				
αΓ(α) 		

	(∥ u୫(t)− u୫ିଵ(t) ∥	+
																																																									∥ w୫(t)−w୫ିଵ(t) ∥	)										(14) 
and  
‖w୫ାଵ(t)−w୫(t)‖ ≤ Lఈ

୦α				
αΓ(α) 		(∥ u୫(t) − u୫ିଵ(t) ∥	+

																																																															∥ w୫(t)−w୫ିଵ(t) ∥	)   (15)                                                                                                             
for all m=1,2, 3, . . .    
Rewrite (14) and (15) in a vector form we get: 
 

																									∅୫ାଵ ≤ ω(t)	∅୫																			(16) 
where 

∅୫ାଵ = ൬
‖u୫ାଵ(t) − u୫(t)‖
‖w୫ାଵ(t)−w୫(t)‖൰,				∅୫ = ൬

‖u୫(t) − u୫ିଵ(t)‖
‖w୫(t)−w୫ିଵ(t)‖൰ 

and 

ω(t) = ൮	
Kఈ

(୲ିୟ)α				
αΓ(α) 						Kఈ

(୲ିୟ)α	

αΓ(α) 	

Lఈ
(୲ିୟ)α				
αΓ(α) 						Lఈ

(୲ିୟ)α				
αΓ(α)

	

൲ 

       Now we, take the maximum value for the both sides of the 
inequality (16), we have 
 

																									∅୫ାଵ ≤ ω	∅୫																									(17) 
where ω = max୲∈[଴,୦]ω(t).  
By repeating (17), we find that ∅୫ାଵ ≤ ω୫∅଴ and also, we get 

෍∅୧

୫

୧ୀଵ

≤෍ω୧ିଵ
∞

୧ୀଵ

∅଴												(18) 

 

Using the condition (15), thus the sequence of functions (6) and 
(7) are uniformly convergent, that is  
 
 

	 lim
୫→ஶ

෍ω୧ିଵ∅଴

୫

୧ୀଵ

≤෍ω	୧ିଵ∅଴ =
ஶ

୧ୀଵ

(E − ω)ିଵ∅଴									(19) 

 

Let             lim୫→∞ ൬
u୫(t)
w୫(t)൰ = ൬u(t)

w(t)൰																						(20) 

Since the sequence of function (6) and (7) are defined and 

continuous in the domain (1), then the limit   function ൬u(t)
w(t)൰ is 

also defined and continuous in the domain (1). 

By using the conditions and inequalities of a theorem, we can 
prove that the inequalities (10) and (11) will be satisfied for all t 
∈ [0, h], f(a) ∈ D୊, g(a) ∈ Dୋ,       m = 0,1,2… 
 

3.UNIQUENESS SOLUTIONS OF FRACTIONAL 
INTEGRAL EQUATIONS OF (܄) AND(۴). 

 
     The investigation of the uniqueness solutions of (V) and	(F) 
will be introduced by: 
Thorem2. Let all assumptions and conditions of Theorem 3 be 

satisfied. Then the solution ൬u(t)
w(t)൰ is a unique of (V) and	(F). 

Proof. Let ൬ uු(t)
w෕ (t)൰ be another solution of (V) and	(F), that is 

uු(t) = f(t) +
1

Γ(α)
න(t − s)αିଵF(t, s, uු(s
୲

ୟ

), w෕ (s))ds 

and  

w෕ (t) = g(t) +
1

Γ(α)
න(t − s)αିଵG(t, s, uු(s
ୠ

ୟ

), w෕ (s))ds 

Assuming 
∥ u(t) − uු(t) ∥≤ Kఈ

୦α				
αΓ(α)

(∥ u(s) − uු(t) ∥	 +	∥ w(s)−
																																																																																				w෕ (t) ∥		)										(21)        
and 
∥ w(t)− w෕ (t) ∥≤ Lఈ

୦α				
αΓ(α)

(∥ u(t) − uු(t) ∥	 +	∥ w୫(t)−
																																																																																						w෕ (t) ∥	)      (22) 
 

൬
‖u(t) − uු(t)‖
‖w(t)−w෕ (t)‖൰ ≤ ω ൬ ∥ u(t)− uු(t) ∥	

∥ w(t)− w෕ (t) ∥	൰                      (23)                                            

 
By iterating the inequality (21) we have: 
   

൬
‖u(t) − uු(t)‖
‖w(t)−w෕ (t)‖൰ ≤ ω୫ ൬ ∥ u(t) − uු(t) ∥	

∥ w(t)−w෕ (t) ∥	൰ 

 
Then by the condition (15), we find that: 
  

൬
‖u(t)− uු(t)‖
‖w(t)− w෕ (t)‖൰ → ቀ0

0ቁ 

 

Thus ൬u(t)
w(t)൰ = ൬ uු(t)

w෕ (t)൰. Hence the solutions ൬u(t)
w(t)൰ of (Vଵ) and 

(Vଶ)	is a unique on the domain (1). 
 
4.. STABILITY SOLUTIONS OF FRACTIONAL 
INTEGRAL EQUATIONS OF (܄) AND(۴). 

 
       In this section, we can study the stability solutions of 
Volterra integral equations (V) and	(F)	respectively.  
 
Theorem3. Suppose that the functions F(t, u, w) and f(t, u, w) be 
continuous in the domain (1) and satisfy the inequalities (2) and 
(3). Then the solution (9) is stable for all t ≥ 0.  
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Proof. Taking  
∥ u(t) − uത(t) ∥≤			∥ f(a)− f ̅(a) ∥	+ Kఈ

୦α				
αΓ(α) (∥ u(t) − uത(t) ∥	+  

																																																									∥ w(t)− wഥ (t) ∥	)               (24)                                                                                                                                                                               
and  
∥ w(t)− wഥ (t) ∥≤	∥ g(a)− gത(a) ∥	+ Lఈ

୦α				
αΓ(α) (∥ u(t) − uത(t) ∥	+  

																																																														∥ w(t)−wഥ (t) ∥	),           (25)                                                                                                                                                                        
where 

uത = f ̅(a) +
1

Γ(α)න(t− s)αିଵ	F(t, s, uത(s
୲

ୟ

), wഥ (s))ds 

and  

wഥ = gത(a) +
1

Γ(α)න(t − s)αିଵH(t, s, u	(s), w	(s))
ୠ

ୟ

ds 

Rewrite (24) and (25) in a vector form that is 
 

൬
‖u(t) − uത(t)‖
‖w(t)−wഥ (t)‖൰ ≤ ൬ ∥ f(a)− f ̅(a) ∥	

∥ g(a)− gത(a) ∥	൰+ ω ൬ ∥ u(t) − uത(t) ∥	
∥ w(t) −wഥ (t) ∥	൰  

 
For 
 ฮf(a)− 	f ̅(a)തതതതതത

	ฮ ≤ δଵ, ∥ g(a)− gത(a) ∥	≤ δଶ     then  
 

൬
‖u(t) − uത(t)‖
‖w(t)−wഥ (t)‖൰ ≤ ൬δଵ

	

δଶ
	൰+ 	ω ൬∥ u(t) − uത(t) ∥		

∥ w(t) −wഥ (t) ∥	൰					 

 
By using the condition (5) we have:  
 

൬
‖u(t)− uത(t)‖
‖w(t)− wഥ (t)‖൰ ≤ ቀ

ϵଵ	
ϵଶ	
ቁ , ϵଵ	, ϵଶ	 ≥ 0. 

Also, by using the definition of the stability, we find that ൬uത(t)
wഥ (t)൰ 

is a stable solution for	t ≥ 0	of (V) and	(F). Similar results can 
be obtained for other class of fractional integral equations of 
Volterra-Fridlhom types. In particular, the fractional integral 
equations which has the form: 

u(t) = f(t) + ଵ
Γ(α)

∫ (t− s)αିଵF൫t, s, u(s), w(s)൯ds୲
ୟ	 										(V)  

and  
w(t) = g(t) + ଵ

Γ(β)∫ (t − s)βିଵG(t, s, u(s)ୠ
ୟ , w(s))ds								(F)  

 
The vector functions 	f(t), g(t	)	 and F(t, u, w)	, G(t, u, w) are 
define and continuous on the domain:-																																										 
D = {(t, s, u, w); t, s ∈ Rଵ, ݐ| − |ݏ ≤ ℎ, u ∈ Dଵ, w ∈ Dଶ	, 0 <∝
ߚ,																																																																																 < 1}            (26) 
                                            
 
Suppose that the vector functions F(t, u, w) and G(t, u, w) satisfy 
the following inequalities: 	 
 
‖F(t, s, u, w)‖ ≤ Mఈ , ‖G(t, s, u, w)‖ ≤ Nఉ 																																		 
‖F(t, s, uଵ, wଵ)− F(t, s, uଶ, wଶ)‖

≤ Kఈ(∥ uଵ − uଶ ∥	+∥ wଵ −wଶ ∥)												(27)		 

‖G(t, s, uଵ, wଵ)− G(t, s, uଶ, wଶ)‖
≤ Lఉ(‖uଵ − uଶ‖	 + ‖wଵ − wଶ‖	)																		 

 
 
For,all	t, s ∈ Rଵ,u, uଵ, uଶ ∈ Dଵ, w, wଵ, wଶ ∈ Dଶ,			 
where					Mఈ , Nఉ , Kఈ	and	Lఉ	 are  positive constant           
We define non-empty sets as follows: - 

D୊ = Dଵ −
hα	Mఈ			
αΓ(α) + ∥+ଵݍ 	f(a) ∥		

Dୋ = Dଶ −
hβ	N	ఉ	
βΓ(β) + ଶݍ	 +	∥ 	g(a) ∥	

⎭
⎪
⎬

⎪
⎫

																					(28) 

Where,				ݍଵ = max୲∈[଴,୦]|	݂(ݐ)|	and	ݍଶ = max୲∈[଴,୦]|݃(ݐ)| 
 
 
Furthermore, we assume that the largest Eigen-value of the 
matrix  

߱ = 				൮
Kఈ

୦α				
αΓ(α) 						Kఈ

୦α					
αΓ(α)	

Lఉ
୦β					
βΓ(β) 						Lఉ

୦β					
βΓ(β)	

	

൲    	   

less than one, i.e. 
      φ	୫ୟ୶(ω) = Kఈ

୦α				
αΓ(α) 	+ Lఉ

୦β					
βΓ(β) 	< 1                   (29)     

                                                                                                    
 
Define a sequence of functions {u୫(t)}୫ୀ଴∞ 	, {w୫(t)}୫ୀ଴∞    
by the following: - 
 
u୫(t) = f(t) + ଵ

Γ(α)
∫ (t− s)αିଵF൫t, s, u୫ିଵ(s), w୫ିଵ(s)൯ds୲
ୟ     

 
With                        u଴(a) = f(a)                            (30)                                                                                        
 
 
and 

w୫(t) = 	g(t) +
1

Γ(ߚ)
න(t− s)ఉିଵH(t, s, u୫ିଵ(s), w୫ିଵ(s))
ୠ

ୟ

ds 

With           w଴(a) = g(a)																		(31) 
 

We can state and prove a similar theorem of a theorem1 by using 
the condition (29). 
 
 
5. EXAMPLES 

 
Example (1): consider the following system of fractional 
integro-differential equations, for t ∈ I = [1,5], 
α=0.1,0.9,					(1)ݑ = (1)ݓ,1 = 3		Picard approximation 
solutions using MATLAB are show in figure (1): 

(ݐ)ݑ	 =
ଷݐ + 1

Γ(ߙ + 1) +
1

Γ(ߙ)
න(ݐ − −0.8u(s)	ఈିଵ((ݏ
௧

ଵ
+ ln	(w(s))݀ݏ 
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(ݐ)ݓ =
ଶݐ

Γ(ߙ + 1) +
1

Γ(ߙ)
න(ݐ − (ݏ)ݑ)	ఈିଵ(ln(ݏ + ݏ݀((ݏ)ݓ
ହ

ଵ

 

 
 
 

ߙ  = ߙ 0.1 = 0.9 
 (௜ݐ)ݓ (௜ݐ)ݑ (௜ݐ)ݓ (௜ݐ)ݑ ௜ݐ
1 3.1022 4.0511 3.0795 4.0397 

1.1 3.6995 6.776 3.4627 4.6507 
1.2 4.475 9.475 3.9213 5.2864 
1.3 5.0723 12.2748 4.4612 5.9755 
1.4 5.8366 15.0739 5.0878 6.7267 
1.5 6.5849 17.9617 5.8068 7.5465 

 

 

 
Figure (1) 

 
Example (2): consider the following system of fractional 
integro-differential equations, for t ∈ I = [1,5]  , ߙ =
0.01	, 0.8	, ௢(1)ݑ = ଴(5)ݓ,0 = 1	: numerical solution using 
MATLAB approximation method are show in figure (2): 

(ݐ)ݑ =
0.99݁௧ିଵ

Γ(ߙ) +
1

Γ(ߙ)
න(ݐ − ఈିଵ(ݏ

ln൫(ݏ)ݑ + ൯(ݏ)ݓ2
2 ݏ݀

௧

ଵ

 

(ݐ)ݓ =
−1.33݁௧ାଵ

Γ(ߙ) +
1

Γ(ߙ)
න(ݐ − ఈିଵ(ݏ

sin 	൫5u(s) + ൯(ݏ)ݓ
3 ݏ݀

ହ

ଵ

 

 
 

ߙ  = ߙ 0.8 = 0.01 
 (௜ݐ)ݓ (௜ݐ)ݑ (௜ݐ)ݓ (௜ݐ)ݑ ௜ݐ
1 0.8503 -7.4411 0.0099 0.9011 

1.1 0.9987 -8.2811 0.3516 1.1664 
1.2 1.1476 -9.2194 0.5363 0.9343 
1.3 1.3060 -10.2649 0.4944 0.7012 
1.4 1.4762 -11.4308 0.3975 0.8203 
1.5 1.6593 -12.7312 0.4364 0.9213 

 

 
Figure (2) 

 
6. CONCLUSION 
 
      In this work the existence uniqueness and stability solutions 
of new fractional integral equations of Volterra-Fridlhom types is 
studied by using Picard approximation method. Theorems on 
existence and uniqueness of a solutions are established under 
some necessary and sufficient conditions on compact spaces.  
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