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 
ABSTRACT 
 
Recent years, the phenomenon of hospital overcrowding has 
become more and more severe and occurs in all levels with 
2-3 people per bed, which has become an urgent issue for the 
health system as well as the whole society. One of the 
solutions to reduce this situation is to arrange beds in a 
reasonable way. Based on the large amount of data on 
examination and treatment in hospitals, we propose a solution 
to use Machine Learning to solve the above problem. A 
district hospital in Binh Dinh has provided 15066 medical 
records of 20 different hospitalizations, including information 
on patients such as year of birth, ethnicity, hometown, 
diagnosis, date admission and discharge date. With these 
records, we have built into a dataset and conducted 
experiments that predict the number of days the patient will be 
inpatient. The best experimental result is the use of XGBoost 
Regression, the R2 coefficient is about 0.84. 
 
Key words: Machine Learning, Random Forest Regression, 
XG-Boost Regression, Linear Regression, Logistic 
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1. INTRODUCTION 
 
Currently, Machine Learning is being researched and applied 
in many different fields around the world. In Vietnam, this is 
still relatively new but it has also been studied and applied in a 
number of areas that bring benefits to society. Over the years, 
with the development of information technology and its 
application in many areas of social life, the amount of data 
collected and stored by hospitals has increased [1], [2]. This 
data is stored because it is thought to contain certain values as 
shown in figure 1. However, statistically, only a small amount 
of this data is analyzed and used by humans to benefit society 
[3], [10]-[12]. 
 

 
Figure 1: Patient data example. 

 
 

 
Nowadays, we go to the clinic after the diagnosis, the 

doctor will inform the time of inpatient treatment with the 
disease we encounter. The time given by the doctor will be 
based on the treatment regimen corresponding to that disease. 
However, we found that the inpatient treatment time of the 
same people is different because each person has a different 
condition, health. 

In this paper, we used the regression algorithm to build a 
system to make predictions about inpatient treatment time 
appropriate to the body, health for different people. The 
proposed solution will be presented in Sec. 2. Sec. 3 describes 
experimental results, and the conclusion will be explained in 
Sec. 4. 
 
2. THE PROPOSED SOLUTION 
 

 
Figure 2: The proposed solution. 

 
The proposed solution is shown in figure 2. The data we have 
is actual data, stored by the hospital in the hope that we can 
extract useful knowledge to better serve medical examination 
and treatment. With this data set, we want to build a system 
that makes predictions about the number of days a patient will 
be inpatient to help the hospital arrange a hospital bed. We 
need preprocessing because this data set also contains error 
values and formats that are not compatible with Machine 
Learning algorithms. In addition, we found that it was 
possible to infer new attributes from the original attribute such 
as the year of birth and the date of admission to the patient's 
age, the date of admission and the date of discharge will have 
the duration of treatment. In particular, we recognize that 
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different hospitalizations will have different safety values. 
Therefore, we will use the average value in combination with 
the standard deviation of each hospital admission to determine 
a threshold for a safe area. 
 The machine learning algorithm only accepts input as 
numeric values, so we need to transform numerical values 
with the smallest change in meaning of values. We will then 
experiment the data set with regression algorithms, because 
the treatment time value is continuous [4]. The algorithms we 
experiment with include: Linear Regression [5], Random 
Forest Regression [6], Logistic Regression [7], XG-Boost 
Regression [8]. 
 Parameter ܴଶ [9] will be used to evaluate the experimental 
results of algorithms. It is computed by Eq. (1).  

ܴଶ = 1−	
ܵܵܧ
ܶܵܵ 																																																																													(1) 

There in ESS is Residual Sum of Squares, and TSS is Total 
Sum of Squares. The ESS and TSS are computed by Eq. (2) 
and Eq. (3) respectively. From Eq. (1) we could see that the 
value of R2 always smaller than 0 and less than 1. The value of 
ܴଶwill be equal 1 if the value of ESS is equal 0. 

ܵܵܧ = 	෍(ݕ௜ − ො௜)ଶݕ
௜

																																																																	(2) 

ܶܵܵ = ෍(ݕ௜ − ത௜)ଶݕ
௜

ത௜ݕ	ℎݐ݅ݓ	 =
1
݊
෍ݕ௜

௡

௜ୀଵ

																													(3) 

3. EXPERIMENTAL RESULTS 
 

Table 1: Data from hospital. 

Name Number 
Pneumonia 770 
Cataracts of the nucleus in the elderly 485 
Fever with no known cause 396 
Shallow lesions affect many body areas 457 
Thai paper 355 
Enteritis 253 
Fracture of the forearm 289 
Cerebral infarction 280 
Kidney stones 275 
Inguinal hernia 373 
Open wounds of the eyelids and the area around 
the eyes 

271 

Collarbone fracture 260 
Diarrhea level 253 
Digestive disorders 245 
Caesarean section for a fetus 3343 
Abortion is a pregnancy 2862 
Dengue hemorrhagic fever 1218 
Fever virus 947 
Acute appendicitis 868 
Hemodialysis 866 

Table 2:Experimental Results. 

Method Accuracy (%) 
Logistic Regression 54 
Random Forest Regression 77 
Linear Regression 81 
XG-Boost Regression 84 

 
 

Figure 3: Data after pre-processing step. 
 
The data set we used consists of 15066 medical records of 20 
different hospitalizations with the number shown in table 1. 
We use this data set to solve the problem of making an 
inpatient treatment time estimate suitable for each person with 
the same hospital admission. The data consists of 9 attributes 
which are the information of the patients including: ID code, 
year of birth, ethnicity, name of the district where they live, 
name of province where they live, ICD code (disease code), 
diagnosis of doctor, admission and discharge date. 
 We undergo a number of important preprocessing steps 
such as eliminating noise, error values, creating additional 
properties, transforming data and one-hot encoding. Some of 
the changes in the dataset are summarized as follows: ethnic 
group (Kinh, ethnic group), residence (rural, district, city), age 
(children, youth, middle-aged, elderly) as shown in figure 3. 
The data is divided into a ratio of 7-3, of which 70% is used 
for training and 30% of the evaluation. We tested this data set 
with regression algorithms including: Random Forest 
Regression, Linear Regression, Logistic Regression, 
XG-Boost Regression. Experimental results are summarized 
in table 2, the XG-Boost Regression algorithm has the best 
results when the R2 coefficient is 0.84. 
 
4. CONCLUSION 
 
We analyzed the collected data relatively well to come up 
with suitable data preprocessing options. With this data set, 
we have extracted useful knowledge to help the hospital take 
the initiative in arranging hospital beds, inpatient time and 
planning to buy drugs in time. In addition, knowledge can 
assist patients to arrange time and money for treatment. The 
experience gained from data analysis and pre-processing of 
data, we will continue to collect more data and processing to 
increase the accuracy of the model. In addition, we will collect 
and process data from other hospital admissions to increase 
the number of cases the model supports to assist in arranging 
hospital beds. 
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