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ABSTRACT 
 
Microphone arrays are commonly used for Direction of 
Arrival (DOA) estimation of audio sources. This paper 
presents the design and implementation of a real-time 
embedded system (RTES) for audio source localization. A 
commercially available microphone array assembly 
(consisting of four microphones) has been interfaced to 
Raspberry Pi 3B for estimating the arrival angles of 
audio/sound/acoustic sources. The acoustic signals received a 
teach of the microphones are used for DOA estimation using 
the Generalized Cross Correlation Phase Transform 
(GCC-PHAT) algorithm. The estimated DOA is then 
displayed on the serial monitor. Servo motors are interfaced to 
the Raspberry Pi and are programmed to point towards the 
estimated direction of the audio source (on the basis of the 
estimated DOA value). The estimated DOA value is also 
updated to the cloud-based server Firebase using the inbuilt 
Wi-Fi on Raspberry Pi, and can be remotely accessed through 
a smartphone running on android platform. The proposed 
system has been designed and tested successfully and it is 
observed that it provides accurate DOA estimation and audio 
source tracking in real-time. This has various uses in 
applications like voice assistant robots, machine audition, 
hearing aids, source remixing, augmented reality headsets, 
security cameras, sound tracking (sonar sensor) devices, bird 
identification, mammal localization and so on. 
 
Key words: Array Processing, Direction of Arrival 
Estimation, Microphone arrays, Raspberry Pi, Sound Source 
Localization. 
 
1. INTRODUCTION 
 
Array signal processing is a scientific field of study which 
involves the processing of information-bearing signals that 
are received by an array of sensors operating in an 
environment of interest [1]. The environment may be on the 
ground, above the ground, under the water or in outer space. 
An array contains two or more sensors whose outputs are 
combined constructively. The elements are arranged in a 
specific geometrical layout. An array has better directional 
properties than an individual sensor. Arrays can have different 
geometries – such as linear, planar, circular, hexagonal, 
spherical etc. It is easy to predict that an array spanning across 
 

 

more dimensions can extract more details about the scene of 
interest. 
 Sensor arrays find application in diverse fields such as 
Radio Detection and Ranging (RADAR), Space exploration, 
Sound Navigation and Ranging (SONAR), chemical sensing, 
Seismology, medical imaging (ultrasound), wireless 
communications, navigation, source localization, optical 
communication, fault location in rotating machinery (fan 
noise, wind turbine noise, rotating blade noise) etc. 
Depending on the application, the sensors could be antennas, 
microphones, hydrophones, geophones, ultrasonic probes 
etc[1], [2]. For example, hydrophone arrays are used in sonar, 
acoustic arrays are used for audio source localization, 
piezoelectric sensors are used in medical ultrasound, 
geophone arrays are used in seismology etc. More 
specifically, antenna arrays are used for electromagnetic 
applications such as radar, radio astronomy, remote sensing, 
wireless communications, positioning and navigation[1], 
[3]–[9]. 
 In many of the above applications, it is of primary interest 
to sense the angles from which the source signals arrive at the 
receiver. The signal of interest may be an electromagnetic 
wave, a sound wave, an underwater acoustic wave, etc[10]. A 
sensor array can determine the directions/angles from which 
the signals originate. Individual sensors cannot sense 
direction. Unlike individual sensors, a sensor array has a sense 
of direction and can estimate the direction of arrival (DOA) of 
incoming signals based on the relative phase difference 
between the signals received at its elements. Therefore, sensor 
arrays are widely used for DOA estimation in various fields 
[11], [12]. 
 Microphone arrays are commonly used in a variety of audio 
and speech processing systems such as robot audition, 
machine listening, hearing aids, wild life localization and 
tracking, speech enhancement, sound recording, ambient 
assisted living etc[13], [14]. 
 Different techniques such as Time of Arrival (TOA) 
estimation, Time difference of Arrival (TDOA) method, DOA 
estimation and Steered response power (SRP) beamforming 
methods are available for audio localization. A detailed 
comparison of these algorithm families for audio source 
localization in wireless acoustic sensor networks has been 
excellently reviewed in [15]. The use of microphone arrays in 
present-day sound recording and spatial audio techniques was 
dealt at great lengths in [16]. Sparse arrays are known to offer 
higher degrees of freedom than regular arrays for the same 
number of sensors. Alternately, they need fewer sensors to 
offer the same aperture as regular/filled arrays [17]–[19]. Of 
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late, sparse microphone arrays have made their way into audio 
source localization in recent times [20], [21]. 
 The rest of the paper is organized as follows. Section 2 
describes the existing methods. Section 3 gives the proposed 
method. Section 4 presents the methodology followed for 
designing the prototype and experimental setup. Section 5 
presents the results. Section 6 concludes the paper. 
 
2. EXISTING METHODS 
 
Audio source localization has been widely studied in the past. 
However, most of the studies are theoretical and 
simulation-based as they involve the development of signal 
processing techniques for overcoming sensor noise, mutual 
coupling, obtaining accurate DOA estimation in the presence 
of fewer snapshots, operation in harsh and low 
signal-to-noise-ratio (SNR) conditions etc[22]–[24]. Another 
portion of research papers is devoted to the hardware design 
of microphone arrays[25]–[28].An outdoor sound source 
localization system wherein a microphone array was fitted to 
a drone was demonstrated in [29].A huge microphone array 
with 512 microphones was designed and demonstrated in 
[30]. Similarly, a 1020-node microphone array was designed 
and tested successfully [31].  
 Field programmable gate arrays (FPGAs) and digital signal 
processors (DSP) have been widely demonstrated in the 
literature for acoustic source localization[32]. A detailed 
review on the use of FPGA platforms for acoustic 
beamforming using microphone arrays has been presented in 
[33]. The paper highlighted current trends, difficulties and 
future opportunities in the given area. One of the early FPGA 
implementations for real-time sound localization was 
presented in [34].A system for blind source separation from a 
mixture of multi-channel data has been implemented in [35]. 
 Based on the existing literature, we have conceptualized 
that there is a need for plug-and-play interface for DOA 
estimation. Hence, we have selected a commercially available 
microphone array, namely, the Respeaker 4-mic array which 
has inbuilt facilities for multi-channel sound acquisition, data 
conversion and an inherent support for DOA estimation. The 
Respeaker array is optimized for interfacing with the 
Raspberry Pi and the computational power of Raspberry Pi 
neatly complements the real-time DOA estimation 
requirement using the signals acquired at multiple channels of 
the Respeaker array. 

3. PROPOSED METHOD 
 
In this section, we present the proposed method. Two main 
hardware components used in this work are Raspberry Pi and 
the Respeaker microphone array. A system which is very 
similar in concept and design has been presented in [36], but 
needs an FPGA board and a Raspberry Pi. In contrast, the 
system proposed in the present work does not need any FPGA 
support. To the best of our knowledge, this is the first time that 
a real-time audio source location and tracking mechanism is 
proposed solely on the basis of a microphone array and 
Raspberry Pi. 

3.1 System Operation 
A high-level schematic of the proposed system operation is 
shown in Figure 1. It can be seen that the Respeaker array 
captures the audio signals from the external environment, 
converts them into digital form and sends the data to 
Raspberry Pi for DOA estimation. The DOA algorithm is 
executed inside the Raspberry Pi and the estimated angle is 
displayed on to a serial monitor. Simultaneously, a command 
is given to the servo motors to rotate and point towards the 
estimated angle of arrival. The estimated DOAs are also 
updated on the IoT cloud using the Firebase platform and can 
be remotely accessed using an android smartphone for 
Internet of Things (IoT) applications. 
 

 
Figure 1:Outline of the proposed system operation. 

3.2 Hardware Description 
Figure 2 shows the hardware block diagram of the proposed 
system. 
 

 
Figure 2: Hardware block diagram of the proposed system 

 
It can be seen that the inbuilt Wi-Fi feature available in 
Raspberry Pi 3B model has been used to send the DOA 
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estimation data to the Firebase cloud. The user can then access 
the data on a continuous basis using his/her smartphone by 
using the appropriate android app. 

4. METHODOLOGY 
The methodology followed for the hardware design and 
testing of the proposed audio source localization system is 
presented below. 

4.1 Software Flowchart 
The flow chart for the operation of the proposed system is 
shown in Figure 3. First, the Voice Activity Detection (VAD) 
module has to be enabled. It is seen that the microphones 
capture the sound only when the sound intensity exceeds the 
preset threshold. The quad channel data acquired by the 
Respeaker is digitized and sent to Raspberry Pi for further 
processing. 
 

 
Figure 3: Flowchart of the proposed method 

4.2 Algorithm Details 
The Respeaker has inbuilt support for DOA estimation using 
the Generalized cross correlation-phase transformation 
(GCC-PHAT). It is well-known that subspace-based DOA 
estimation algorithms such as the MUSIC, ESPRIT and Root 
MUSIC cannot work in the presence of coherent arrivals. Two 
signals are coherent if one is a scaled and shifted version of 
the other. Multipath effect and deliberate jamming are the 
main causes for coherent arrivals[37]. Pair-wise coherent 
sources occur in a two-ray model or in a situation where there 
is exactly one jammer per source signal. Multipath can occur 
in undersea acoustic channels (sonar), aero-acoustic channels 
(due to reverberation), radars, and wireless communications. 
Two sources become coherent when they are fully correlated. 

Hence, an additional intermediate step of spatial smoothing is 
needed to equip these algorithms to detect coherent sources. 
Spatial smoothing is a pre-processing technique to restore the 
rank of the source covariance matrix [38]–[40]. While 
subspace methods can estimate the angles of multiple sources 
at once, the GCC-PHAT is applicable only when there is a 
single sound source.  
 Nevertheless, GCC-PHAT has been widely recognized to 
operate accurately in the presence of reverberating acoustic 
channels[41], [42]. Hence, we consider only GCC-PHAT in 
this paper. Figure 4 explains the main steps followed in the 
GCC-PHAT algorithm. 
 GCC-PHAT is based on the time difference of arrival 
(TDOA) scheme. In this, the sensor array is assumed to be in 
the far field of the sound source such that the source is 
perceived at the same angle by all the sensors in the sensor 
array. Pair-wise cross-correlation between the signals 
received at each sensor pair yields the time delay between 
signal arrivals at each sensor. Once all the time delays 
between every sensor pair are obtained, a least squares 
approximation is made use of to obtain the DOA of the source. 
 

 
Figure 4: Steps in Generalized Cross Correlation – Phase Transform 

(GCC-PHAT) 

4.3 Hardware Interfacing 
The pin-level connections for interfacing the Respeaker array 
with the Raspberry Pi are given in Table 1.  
 

Table 1:Usage of Raspberry Pi pins 
 

Pin Number Pin Function 

Pin no. 32 GPIO – 12 [To drive 
Servo Motor 1] 

Pin no. 33 GPIO – 13 [To drive 
Servo Motor 2] 

Pin no. 4 VCC 

Pin no. 6 Ground 

Other 36 pins Mic array 
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5. EXPERIMENTAL RESULTS 
A working prototype of the proposed system was built and 
tested for functionality. The system works as per the initial 
design goals. Figures 5 and 6 show the hardware prototype.
 When a person is speaking around the microphone array, 
the microphones pick up the sound signal and send it to the 
onboard Analog to Digital Converter (ADC) which is 
available on Respeaker. After A/D conversion, the digital data 
from four channels of the Respeaker is sent to Raspberry Pi 
using the I2S pins. The data obtained from the microphone 
array is then processed in the Raspberry Pi using the 
GCC-PHAT algorithm as mentioned earlier. Once, the 
Raspberry Pi estimates the DOA of the sound source, the 
value is displayed onto the serial terminal and also fed to the 
servo motor so that it can rotate towards the estimated angle. 
 

 
Figure 5: Hardware Prototype 

 
  

 
Figure 6:The LED ring on the Respeaker glows when voice activity 

is detected 
 
 
5.1 DOA estimation procedure using the proposed system 
For DOA estimation, the user has to utter the keyword 
Snowboy within the vicinity of the Respeaker. The Respeaker 
can capture sound within a range of 3 m. Figure 7 shows one 
of the authors speaking the keyword. Figure 8 is when Voice 
Activity Detection (VAD) is sensed by the device. 
 

 
Figure 7: DOA estimation trial – User speaks the keyword Snowboy 

 

 
Figure 8: DOA estimation trial – Device detects voice activity 

 
 After this, the sound signals captured by the four 
microphones of the Respeaker are passed through A/D 
converters and given as an input to the Raspberry Pi which 
determines the DOA of the source using the inbuilt 
GCC-PHAT algorithm. The estimated angle is then displayed 
on the screen as shown in Figure 9. It can be seen that the 
Respeaker perceives the speaker at an angle of 82°. 
 

 
Figure 9:Estimated angle is displayed on the screen 

 
 After obtaining these basic results, we have programmed 
the setup in such a way that the DOA angle is finalized after 
waiting for five detection cycles. This helps to stabilize the 
location of the speaker. 
 
5.2Sound Source at 151° 
Next, we demonstrate the use of servo motors and show how 
the DOA estimation results obtained at the Respeaker can be 
remotely accessed using an android smartphone. Consider 
that the speaker is at an angle of 151° relative to the 
microphone array. By following the procedure given in 
subsection 5.1, the DOA estimation is carried out and the 
estimated angle is displayed on to the screen as shown in 
Figure 10.  
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The estimated angle is fed as an input to the servo motor 
assembly. Figure 11 shows that the servo motor rotates and 
points to the desired angle. Next, the information about the 
estimated angle is transferred to the cloud using Firebase. The 
user can then access the information using his/her smartphone 
as shown in Figure 12. 
 

 
 

Figure 10: DOA detected at 151° 
 
 

 
 

Figure 11: Servo motor pointing towards the estimated angle 
 
 

 
Figure 12: Android application in smartphone which provides 

remote updates related to the estimated angles  
  
5.3 Sound Source at 45° 
Similar results have been obtained when the speaker was 
positioned at 45° relative to the Respeaker and are shown in 
Figures 13 and 14. 
 

 
Figure 13: Servo points towards 45°, the estimated DOA 

 

 
Figure 14: App data when the corresponding to the source at 45° 

 
 Hence, all the features of the proposed system have been 
designed and demonstrated successfully. 

6. CONCLUSION AND FUTURE SCOPE 
 
A real-time embedded system for estimating the DOAs of 
sound sources using microphone arrays is demonstrated here. 
Servo motors are used to point towards the estimated 
directions from which the sound signal is perceived by the 
microphone array. 
 As a future enhancement, a camera module can be added to 
this device to record and transmit the video feed. The camera 
has to be placed on the servo motor platform so that it can 
rotate towards the direction of the sound source. This will be 
useful for surveillance applications as well as for speaker 
tracking in meeting rooms. The video footage being recorded 
at the site can be viewed remotely using Team viewer 
software. Additionally, the Respeaker can be used to perform 
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adaptive receive beamforming in order to spatially tune into a 
particular speaker’s voice in meeting rooms by suitable beam 
steering and null placement. 
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