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ABSTRACT

The electrocardiogram signal is the most important analysis to detect cardiac arrhythmia. Machine learning classification is used as a first step to detect someone's arrhythmia or normal heart. This paper discusses one method for detecting arrhythmia by using digital images of cardiac signals and R-R intervals. The process electrocardiogram digital image is divided into two, first the process of calculating the R-R intervals and second the process of extraction feature using Discrete Cosine Transform, followed by calculating the Euclidean Distance or City block Distance with normal electrocardiogram signal reference. Euclidean Distance results or City block Distance and R-R distance of electrocardiogram signals are then classified using Multiclass Support Vector Machine. The results of accuracy the classification four class that are cardiac normal, atrial premature beat arrhythmia, atrial flutter arrhythmia, and atrial fibrillation arrhythmia, are 81.9%. The originality is used image to detect cardiac normal or cardiac arrhythmia by combined Discrete Cosine Transform, Euclidean distance or City block distance and Multiclass Support Vector Machine.
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1. INTRODUCTION

According to the World Health Organization the 10th largest cause of death in the world, 2018 [1] is caused by chronic not contagious diseases, with the first rank being cardiovascular disorders. This indicates that heart disease is one thing that needs to be treated more seriously. There have been many studies on cardiovascular disease, including the following.[2] In his research discussed the latest methods of neural evolutionary systems for the recognition of the health cardiac signals. One class cardiac signal is classified by machine learning algorithm (SVM, kNN, PNN, and RBFNN) and the percentage of the best classification results is by SVM method with an accuracy of 98.85%. Machine Learning can be used also in nervous system [3].

[4] In the research here used digital signal processing to process electrocardiograph data. The electrocardiograph signal analyzed is a QRS signal using open source solution like Python programming language and the DSP library using C++. Combined python and C++ makes applications that are designed to have flexibility and efficiency, plus a graphical user interface that makes it easy to use applications.

[5] In his study discussed three types of heart rate detection algorithms from electrocardiographs. The algorithm is based on statistics and differential mathematical methods. All of these methods were compared with stress test measurements. The result of a very simple filter design allows this algorithm to be implemented on a microprocessor and can be implemented in real-time.

[6] Conducted a study to develop a real-time system algorithm in the detection of complex QRS from electrocardiograph signals using MATLAB. Complex QRS detection is performed by analyzing slope, amplitude and signal width.

[7] In his research, ECG was obtained with BIOPAC MP 100. The signal was then recorded and filtered using a Low Pass FIR filter with a cutoff frequency of 40 Hz. Feature extraction using Discrete Wavelet Transform and statistical parameters such as mean, variance, standard deviation, etc. The classification in this study uses Artificial Neural Networks (ANN). The identification system accuracy is 100%. ANN can also applied in control problems to increasing the performance [8].

[9] Using multiclassification by utilizing wavelet thresholding and support vector machines. Wavelet multiresolution analysis is used to eliminate interference at frequency beyond the frequency interval of ECG signals. By using WMRA, the frequency bands below 0.05 Hz and above 100 Hz should be excluded from an ECG signal, because these frequencies are not ECG frequencies. The results obtained have an accuracy of 95.23%.

[10] Made developments for portable electrocardiogram devices so that they were easily carried to other places with the intention that users could use them more efficiently and in real-time. The device can detect an R or QRS interval signal and can also warn users of the device. In this paper, the method used is the first derivative filter and the max filter to analyze ECG signals. The ECG signal is removed by the filter so the analysis can be better done. Data as testing was taken from MIT-BIH and the results obtained were Se = 99.80%, + P = 99.80%, and DER = 0.36%.
The heart consists of two muscle lumps that contracts and in order rhythmically, pumping blood throughout the body. This contraction starts from the atrial sinus node which acts as a natural pace-maker, and spreads through atrial muscle and then to ventricular muscle via conduction system[11]. The propagation of this electrical signal follows a pattern. As a result of this activity, an electric current is generated on the surface of the body, triggering variations in the electrical potential on the surface of the skin. These signals can be observed through the help of adequate electrodes and devices. The electrical potentials differ between the points marked by the electrodes on the skin is usually enhanced by the aid of instrumentation (operational) amplifiers with optical isolation. After that, the signal is sent to the highpass filter; and as a second step, proceed to the anti-aliasing lowpass filter. Finally, the results appear in an analog to digital converter. This graphic registration of the acquisition process is called an electrocardiogram (ECG).

ECG signals can be segmented into heart rates. Each heartbeat consists of five standard waves labelled with the letters P, Q, R, S and T. These waves indicate depolarization and re-polarization of the heart muscle phase. In addition, there are inter-wave timings called PR, QRS, QT, ST segments. This interval is shown in Figure 1.

Each heart contraction begins with a wave of excitement from the electrical activity of the activation of the SA node. From the SA node the wave will spread radially through the atria and get to the atrioventricular (AV) node and down the bundle branch to the ventricular muscle and Purkinje tissue. The SA node spontaneously depolarizes normally at a frequency of 60 to 100 times per minute. In the heart of a healthy person the SA node will automatically generate waves of stimulation of 60-100 beats per minute. Whereas in the heart of a person with atrial premature beat arrhythmia (Figure 2 (a)), the stimulus will occur ahead of the time they should, and in the heart of the person who has atrial flutter arrhythmia (Figure 2 (b)) the stimulus appears several times because of macro reentrant tachyarrhythmia and in the heart of the person experiencing atrial fibrillation arrhythmia (Figure 2 (c)) irregular stimulation. In this paper, we will classify normal people’s cardiac signals, atrial premature beat arrhythmia (APB), atrial flutter arrhythmia (AFL), and atrial fibrillation arrhythmia (AFIB).

![Figure 1: ECG curve.](image1)

![Figure 2: (a) Atrial Premature Beat, (b) Atrial Flutter, (c) Atrial Fibrillation.](image2)

### 2. THEORETICAL BASIS

#### 2.1 Discrete Cosine Transform (DCT)

Discrete Cosine Transform (DCT)[12][13] is a transformers of digital image intensity information in the spatial domain into digital image data information in the frequency domain, whereas for converting digital image data information back in the frequency domain to digital image intensity information in the spatial domain IDCT (Inverse DCT) is used. Digital image is a two-dimensional data (image width and height), so that in the DCT transformation process two-dimensional DCT is used, and is performed per N x N-sized block, see Figure 3.

Two-dimensional DCT formula with block size (matrix) N x N pixels [14]:

\[
DCT(i,j) = \frac{1}{\sqrt{2N}} C(i)C(j) \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} pixe{l}(k,l) \cos \left( \frac{2k+1}{2N} \right) \cos \left( \frac{2l+1}{2N} \right)
\]  

(1)

Where:

- \( C(p) = \frac{1}{\sqrt{2}} \) if \( p = 0 \), other than that 1 for \( p > 0 \)
- \( i , j \) is integer \((0,1,2,..,N-1)\); \( pixel(k,l) \) is intensity of image pixel at positions \( k,l \), \( k,l \) is coordinates of the pixel position of the image \((0,1,2,...,N-1)\); \( DCT(i,j) \) is spectral value at position \( i,j \).

The two-dimensional DCT formula \((N \times N)\) above is often written in the form of a matrix (unitary) and is known as the cosine transform matrix \( C \) and is expressed in the form:
\[
c(i, j) = \begin{cases} 
\frac{1}{\sqrt{N}} & \text{if } i = 0 \\
\sqrt{\frac{2}{N}} \cos \left[\frac{(2j+1)\pi r}{2N}\right] & \text{if } i > 0 
\end{cases}
(2)
\]
where \(c(i,j)\) is cosine matrix element at position \(i, j\); \(i, j\) is integer \((0,1,2,3,..,N-1)\); \(N\) is amount of data.

The properties of the cosine transformation matrix (DCT):
The cosine transformation matrix is real and orthogonal, so it satisfies:
\[
C = C^*\text{ and } C^{-1} = C^T
(3)
\]
where \(C^*\) is matrix conjugate, \(C^{-1}\) is matrix invers, \(C^T\) is matrix transpose.

If pixels is an input matrix, then from Eq. 3 we get:
\[
DCT = C \text{ Pixels } C^T
(4)
\]
and vice versa if the DCT value is known, then to obtain the Pixels value calculated through the equation:
\[
Pixels = C \text{ DCT } C^T
(5)
\]

Selection of significant values

Result the experiment from the [15], a typical set of images was transformed with DCT, apparently tending to produce large variance coefficients by forming a fixed variance contours, see Figure 4. The largest coefficient of variance tends to be in the upper left coordinate area.

Large coefficient of variance indicates that the energy value of the stored data information is large which means also that significant image data information is stored a lot, generally to collect the information energy stored large data (significant value) is done by zigzag scanning method zonal mask on the area top left of each data block, see Figure 5.

2.2 Euclidean distance (ED) or City Block Distance (CB)
To measure the distance or similarity of two vectors \(X = (x_1, x_2, ..., x_n)\) and \(Y = (y_1, y_2, ..., y_n)\) then the Euclidean distance (ED) between \(X\) and \(Y\) [16] is:
\[
ED = \sqrt{\sum_{i=1}^{n} |X_i - Y_i|^2}
(6)
\]
Whereas with the City block distance (CB) the similarities of the two vectors \(X\) and \(Y\) [16] are:
\[
CB = \sum_{i=1}^{n} |X_i - Y_i|
(7)
\]

2.3 Support Vector Machines (SVM)
Support Vector Machine (SVM) has a concept of finding hyper plane (can refer to points, straight lines, two-dimensional flat planes, and other fields with high dimensions) that separates data sets into two linear classes[17][18]. SVM will try to find the most optimum hyper plane, that is, if it is located right in the middle of the two classes so that it has the longest distance to the outer data in both classes (has a maximum margin).

SVM on linearly separable data is data that can be separated linearly. Suppose \((x_1, x_2, ..., x_n)\) is a dataset and
\( y_i \in \{+1, -1\} \) is the class label of data \( x_i \). In the Figure 5 can be seen various alternative fields that can separate all data sets according to their class. However, the best separator field can not only separate data but also have the largest margins.

![Figure 5](image)

Figure 5: (a) alternative separating planes (b) best dividing planes with the largest margin (m)

The data in this boundary plane is called support vector. In the example in Figure 5(a), the two classes can be separated by a pair of parallel delimited fields. The first delimiter field restricts the first class while the second delimiter field restricts the second class, so that it is obtained (Figure 5(b)):

\[
x_i \cdot w + b \geq +1 \text{ for } y_i = +1 \tag{8}
\]

\[
x_i \cdot w + b \leq -1 \text{ for } y_i = -1 \tag{9}
\]

\( w \) is the normal plane and \( b \) is the position of the plane relative to the center coordinate. This margin value is maximized while still meeting Eq. (8) or Eq. (9).

### 2.4 Multi Class SVM

When SVM was first introduced by Vapnik, it could only classify data into two classes (binary classification). However, further research to develop SVM so that it can classify data that has more than two classes, continues to be done. There are two options for implementing multi-class SVM\([19]\), namely by combining several binary SVMs or combining all data consisting of several classes into a form of optimization problem. However, in the second approach optimization problems that must be solved are far more complicated. The following are commonly used methods for implementing multi-class SVM with the following approaches:

**Method “one-against-all”**

This method compares one class with all other classes \([20][21][9]\). To classify data into \( k \) classes, a number of \( k \) binary SVM models must be built. Each i-binary SVM model is trained by using the entire training data, to find solutions to problems, namely by:

\[
\min \sum_{m=1}^{M} \sum_{i=1}^{I} \frac{1}{2} (w_m)^T w_m + C \sum_{i=1}^{I} \xi_i^m \tag{10}
\]

where

\[
(w_m)^T \phi(x_m) + b_m \geq 1 - \xi_i^m \Rightarrow y_i = m \tag{11}
\]

\[
(w_m)^T \phi(x_m) + b_m \leq -1 + \xi_i^m \Rightarrow y_i = m \tag{12}
\]

\[
\xi_i^m \geq 0, i = 1, \ldots, l \tag{13}
\]

For example, see Table 1, there are classification problems with 4 classes, so for training 4 binary SVMs are used as follows:

<table>
<thead>
<tr>
<th>Class</th>
<th>Not Class</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>1</td>
<td>( f_1(x) = (w_1^0)x + b_1 )</td>
</tr>
<tr>
<td>Class 2</td>
<td>2</td>
<td>( f_2(x) = (w_2^0)x + b_2 )</td>
</tr>
<tr>
<td>Class 3</td>
<td>3</td>
<td>( f_3(x) = (w_3^0)x + b_3 )</td>
</tr>
<tr>
<td>Class 4</td>
<td>4</td>
<td>( f_4(x) = (w_4^0)x + b_4 )</td>
</tr>
</tbody>
</table>

**Method “one-against-one”**

Using this method, \( k \) \((k - 1) / 2\) is built into a binary classification model \((k\) is the number of classes). Each classification model is trained on data from two classes.

**Method Directed Acyclic Graph Support Vector Machine (DAGSVM)**

Training using this method is the same as the one-against-one method, namely by constructing \((k \ (k - 1) / 2\) binary SVM classification models. However, when testing binary directed acyclic graphs.

### 2.5 Evaluation

Evaluation \([2][22]\) is done by calculating the accuracy value (AC) \( Eq.14 \), sensitivity value (SE) \( Eq.15 \), and specificity value (SP) \( Eq.16 \) with the following equation:

\[
AC = \left( \frac{\sum_{i=1}^{N} TP_{i}}{TP + FP + TN + FN} \right) \times 100\% \tag{14}
\]

\[
SE = \left( \frac{\sum_{i=1}^{N} TP_{i}}{TP + FN} \right) \times 100\% \tag{15}
\]

\[
SP = \left( \frac{\sum_{i=1}^{N} TN_{i}}{TP + TN + FN} \right) \times 100\% \tag{16}
\]

where \( N \) is number of set; \( TP \) is True Positive corresponds to the number of times that the classifier correctly predicts a heartbeat without arrhythmia; \( TN \) is True Negative quantifies the number of heart beats with arrhythmia that are predicted correctly; \( FP \) is False Positive gives the number of arrhythmia heartbeats classified as normal; \( FN \) is False Negative indicates the total of normal beats misclassified as arrhythmia.

### 3. IMPLEMENTATION AND ANALYSIS

ECG database was taken from MIT-BIH Arrhythmia in 4 classes\([23]\) namely 30 normal sinus rhythm, 12 atrial premature beats, 20 atrial flutter, and 10 atrial fibrillation. One image represents 10 seconds (3600 samples) fragments of the ECG signal were randomly selected. Only one signal lead is used, namely MLII.

The normal cardiac signal classification system and arrhythmias can be described as Figure 6. In training, the system input is the image of the cardiac signal which is then transformed into DCT, then feature extraction is taking 4 transformation values per block of 8 x 8 pixels, followed by zigzag scanning so that the data becomes vector. The average vector from a set of training images will be a reference vector in the process of calculating Euclidean distance or City block distance.

In the testing process there are two processes: first the same thing as the training process is carried out on the test image, the second is sought for the peak R for the signal that
is the largest value that is more than the threshold value for each one curve, see Figure 7, then the pixel position of all peak R and look for RR interval values are calculated by calculating the difference between the peak position R and the value of the peak position R next to it. After all R-R intervals have been obtained, a minimum R-R interval value representing the image is selected. The R-R interval results are then combined with Euclidean distance or City block distance and are classified with Multiclass SVM.

![Figure 6: System for classifying normal cardiac signals and arrhythmias](image)

**Figure 6:** System for classifying normal cardiac signals and arrhythmias

![Figure 7: Results of peak digital data detection of an ECG signal from MIT](image)

**Figure 7:** Results of peak digital data detection of an ECG signal from MIT

Euclidean distance versus R-R intervals shows in Figure 8 and city block distance versus RR intervals shows in Figure 9, with Quadratic SVM 4-fold with accuracy 81.9%. Normal cardiac data as class 0 are colored blue, cardiac atrial premature beat arrhythmia data as class 1 are colored red, cardiac atrial flutter arrhythmia data as class 2 are colored yellow, and cardiac atrial fibrillation arrhythmia data as class 3 are colored purple. The scatter plot shows that the classifications of the four classes are already separated by using the extraction of the DCT and Euclidean distance or city block distance features.

![Figure 8: Euclidean distance versus R-R intervals with accuracy 81.9%](image)

**Figure 8:** Euclidean distance versus R-R intervals with accuracy 81.9%

![Figure 9: City block distance versus R-R intervals with accuracy 81.9%](image)

**Figure 9:** City block distance versus R-R intervals with accuracy 81.9%

Figure 10 shows the vertical axis confusion matrix representing the vertical axis representing the true class and the horizontal axis representing the predicted class, while the values in the matrix represent the amount of data associated with the true class and class prediction. The green matrix states that the data is correct, while the pink color indicates the false prediction. The values on the vertical and horizontal axes of 0 represent normal classes, 1 represent atrial premature beat arrhythmia classes, 2 represent atrial
fluor arrhythmia classes, and 3 represent atrial fibrillation arrhythmia classes.

Figure 10: Number of observation every class.

In the first row Figure 10 of 30 normal cardiac data which is classified as true class (class 0) predicted 29 as normal data (class 0) and 1 data as cardiac atrial premature beat arrhythmia (class 1). So that the data is correct in class 0 and predicted that there is 97% (correct prediction) and in class 0 data that is predicted in class not 0 there is 3% (incorrect prediction).

In the second row Figure 10 of 12 cardiac atrial beat arrhythmia data which are classified as true class (class 1) predicted 5 as normal data (class 0) and 7 data as atrial premature beat arrhythmia (class 1). So that the data is correct in class 1 and predicted by class 1 there are 58% (true prediction) and class 1 data that is predicted in class not 1 is 42% (incorrect prediction).

In the third row Figure 10 of 20 atrial flutter arrhythmia cardiac data which is included in true class (class 2) predicted 17 as atrial flutter arrhythmia data (class 2) and 3 data as atrial fibrillation arrhythmia (class 3). So that the data is correct in class 2 and predicted by class 2 there are 85% (correct prediction) and in class 2 data that is predicted in class not 2 there is 15% (incorrect prediction).

In the fourth row Figure 10 of 10 atrial fibrillation arrhythmia cardiac data which is classified as true class (class 3) predicted 1 as atrial premature beat arrhythmia data (class 1), 3 as atrial flutter arrhythmia data (class 2), and 6 data as atrial fibrillation arrhythmia (class 3). So that the data is correct in class 3 and 60% predicted by class 3 (correct prediction) and in class 2 data predicted in class not 2 there are 40% (incorrect prediction).

Now we count $TP, TN, FN,$ and $FP$ for overall system from confusion matrix,

$$TP = 29 + 7 + 17 + 6 = 59$$

$$TN = 29 + 7 + 17 + 6 = 59$$

$$FN = 1 + 5 + 3 + (1 + 3) = 13$$

$$FP = 5 + (1 + 1) + 3 + 3 = 13$$

Accuracy for overall system is

$$AC = \frac{\sum_{i=1}^{N} TP + TN}{TP + FP + TN + FN} \times 100\%$$

$$= \frac{59 + 59}{59 + 13 + 59 + 13} \times 100\% = 81.9\%$$

Sensitivity for overall system is

$$SE = \frac{\sum_{i=1}^{N} TP}{TP + FN} \times 100\% = \frac{59}{59 + 13} \times 100\% = 81.9\%$$

Specificity for overall system is

$$SP = \frac{\sum_{i=1}^{N} TN}{FP + TN} \times 100\% = \frac{59}{13 + 59} \times 100\% = 81.9\%$$

Table 2 shows accuracy, sensitivity, and specificity for each class, for overall 81.9%, and for each class can be seen on Table 2.

Figure 11 shows the percentage of True positive rate and False negative rate for each class. The results of the percentage of True positive rate are greater than the percentage of False negative rate which means the number of correct predictions is more than the false prediction.

Table 2: The result accuracy, sensitivity, specificity

<table>
<thead>
<tr>
<th>Class</th>
<th>TP</th>
<th>TN</th>
<th>FN</th>
<th>FP</th>
<th>AC</th>
<th>SE</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>29</td>
<td>29</td>
<td>1</td>
<td>5</td>
<td>90.6%</td>
<td>96.7%</td>
<td>85.3%</td>
</tr>
<tr>
<td>Atrial premature beat arrhythmia</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>66.7%</td>
<td>58.3%</td>
<td>77.8%</td>
</tr>
<tr>
<td>Atrial flutter arrhythmia</td>
<td>17</td>
<td>17</td>
<td>3</td>
<td>3</td>
<td>85.0%</td>
<td>85.0%</td>
<td>85.0%</td>
</tr>
<tr>
<td>Atrial fibrillation arrhythmia</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>63.2%</td>
<td>60.0%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Overall</td>
<td>59</td>
<td>59</td>
<td>13</td>
<td>13</td>
<td>81.9%</td>
<td>81.9%</td>
<td>81.9%</td>
</tr>
</tbody>
</table>
Figure 11: True positive rate and False negative rate

Figure 12 shows the percentage of Positive predictive value and False discovery rate for each class. Prediction of Positive predictive value percentage is greater than the percentage of False discovery rate, the system is good. In Figure 12, the percentage of positive prediction value based on column readings, if prediction is class 0 and true data class 0 so prediction is correct. The correct prediction is 85% (true prediction), while prediction class 0 but the true data not class 0 so predictions is wrong. The wrong prediction is 15% (false prediction). The same method is done in columns 1, 2, and 3 and the prediction results can be seen in Figure 12.

Figure 12: Positive predictive value and False discovery rate

4. CONCLUSION
The conclusions from this study are systems with feature extraction of DCT and Euclidean distance or Cityblock distance, and SVM multiclass classification to classify cardiac normal, atrial premature beat arrhythmia, atrial flutter arrhythmia, and atrial fibrillation arrhythmia have successfully predicted with an accuracy of 81.9%, sensitivity of 81.9%, and specificity of 81.9%.
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