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 
ABSTRACT 
 
Currently, many higher educations are highly oriented to 
improve the quality of education and students’ learning 
achievement. Student achievement determined based on the 
final grades on certain courses. This study is conducted to use 
a classification algorithm that applied to predict student study 
period based on student achievement of final grade. This 
study proposed K-Nearest Neighbor (K-NN) algorithm that 
classifies by estimate the distance of student grade. This study 
analyzes 1,989 computer science student grades data in 
BINUS University from 2016 to 2019 and the algorithm 
reaches accuracy of 93.2% in predicting study on-time status, 
91.5% in predicting study total year and 75.63% in predicting 
study total semester. In addition, the accuracy was evaluated 
from 398 testing data. The conclusion of this study is K-NN 
Algorithm can be applied to predict student study period 
based on student grades and increase the graduation rates of 
students.  
 
Key words: Data Mining, K-Nearest Neighbor, Study 
Period, Supervised Learning 
 
1. INTRODUCTION 
 

Higher education is a sector that is quite developing and 
developing rapidly, especially in East Asia. Higher education 
has a lot of interest in this country because the economy is 
based on export and the export sector requires skilled labor for 
its operations. Now, production has become knowledge-based 
and has an impact on increasing demand for highly qualified 
professionals. The university itself has produced knowledge 
in a creative knowledge production system. This is needed to 
create the morale of skilled workers in creating knowledge 
related to various situations. The transition from knowledge 
production to knowledge is very important for universities in 
developing countries [1]. 

Bina Nusantara University is one of the educational 
institutions in Indonesia that has huge contribution in 
activities that take place in the academic and non-academic 
 

 

fields. This is proven because Bina Nusantara University 
ranked #801-1000 Top 1000 World University Rankings 
2020, which makes Bina Nusantara University is one of the 
best university in Indonesia [2]. This predicate makes Bina 
Nusantara University has large number of students. The 
number of Bina Nusantara University students has always 
increased from 36,076 people in 2017/2018 to 38,380 in 
2018/2019. The number of active students majoring in 
Informatics Engineering are 6,452 people in 2018/2019 [3]. 

  This condition will be compounded by student 
performance which is [4] claimed that it is common for most 
first-year students to perform poorly in the first semester and 
having bad grades. Students experience many changes due to 
the assessment of the education system and loss of 
self-esteem. Student anxiety levels are often high, which in 
turn, reduces the ability to think critically, learn, integrate, 
and of course, recall information learned in class during 
examinations or assessments. Student academic 
performances can be affected by several factors: a) personal: 
biopsychosocial, class attendance, emotional intelligence; b) 
institutional: information, orientation, courses and services, 
aspects related to teachers (evaluations, pedagogy, 
interpersonal relationships); and c) social: socioeconomic 
status, family [9]. Even more, the existence of the maximum 
study period which is the time needed by a student to complete 
studies in college and make the student has a big target. The 
study period is required to undertake a study program at 
Strata 1 (S-1) level. The study load in the S-1 Study Program 
is calculated with a Semester Credit Unit (SCU) of at least 144 
SCU. The maximum length of study for a student is seven 
years (14 semesters) [5]. 

Given this lack of student performances, it will make poor 
student grades and will affect their study period. This is 
proven by most of the researchers in the world applied the 
student grades with the GPA to assess the performance of the 
student. They applied GPA (grade point average) to evaluate 
performance of the students in certain semesters [10, 11, 12]. 
Some other researcher, they measure student performance 
through the result of certain courses or the previous year 
result [13, 14, 15].  
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 Seeing this opportunity, this study focuses in predicting 
study period based on student grades in certain courses in 
each semester. Metadata attributes that were courses from 
Bina Nusantara University internal databases were used as 
predictor variables. There are many new information can be 
discovered from grading data. Discussing new information 
discovery, data mining is the most popular approach. Data 
mining is study that applied to analysis and discover new 
information from large amount of data. The information is 
generated by using certain method and algorithm. 
Appropriate method must be defined based on information 
that will be gained. In data mining, supervised learning is a 
method that used to predict and estimate information based on 
past data. There are many algorithms included in supervised 
learning, such as Naïve Bayes, Decision Tree, Nearest 
Neighbor, Neural Network Support Vector Machine, etc [6]. 

Based on the dataset, nearest neighbor is appropriate 
algorithm because nearest neighbor has become a popular 
supervised learning algorithm and fits with numerical data 
and most of grading data are numerical. This study conducted 
nearest neighbor algorithm by define the number of k. This 
algorithm is called as K-Nearest Neighbor (K-NN). This 
study will predict the study period with K-NN and review the 
performances of the models and evaluate them using several 
metrics such as accuracy, precision, recall, and f1 score to 
determine which model has the best accuracy. Finally, this 
study aims to achieve better accuracy to classify student study 
period which is expected to be a solution to increase the 
graduation rates of its students. 

The rest of the paper is organized as follows. Section 2 
highlights previous works related to the paper. Section 3 
presents the proposed method used in the paper. Section 4 
gives details of the evaluation results and discussion based on 
the results shown. Lastly, Section 5 provides the conclusion of 
the paper. 
 
2. PREVIOUS WORKS 
 

There are many studies have been applied data mining in 
education, especially in grading system. The study topic used 
as a comparison in this study the main criteria using student 
grading data. The amount of study on student performance 
predictions is quite large, but study on prediction of study 
period is only slightly. Study conducted by M. Ihsan Zul  
make a prediction of student grades by using supervised 
learning classifications include, among others, using 
K-Nearest Neighbor as an algorithm and K-fold of 10 as a 
parameter, creating a system that can predict student grades 
based on total absenteeism, quiz, homework, report and 
midterm as features. The accuracy of prediction results 
achieved 70.51% [6]. 

Other study conducted by Kabakchieva that predicted 
student performance based on their university-performance, 
pre university and personal characteristics. The study applied 
four data mining algorithms such as K-Nearest Neighbor, 
Decision Tree, OneR Rule Learner, and Neural Network. The 

study can achieve the highest accuracy on the Neural Network 
(73.59%) and followed by the K-NN algorithm (70.49%) 
[23]. 

In 2013, Kabakchieva made comparison between several 
algorithms such as Decision Tree (J48), Bayesian (Naïve 
Bayes and BayesNet), K-Nearest Neighbor classifier and Rule 
learners (OneR and JRip). The data provided run many 
transformation so some parameters were deleted. The results 
obtained are 66.59% accuracy for the decision tree (J48) 
classifier. Bayesian classifier gets 59% result which is not 
very good result. Similarly, the accuracy of the K-NN 
classifier, get around 60%, JRip classifier get 63% and OneR 
get 54-55%. From the related study results, JRip and J48 
classifier get the highest accuracy value which is around 
64-66% [7]. 

On the other hand, Alfere and Maghari enhanced the 
accuracy using modified KNN Classifier. The study combines 
the Euclidian, Cosine, Minkowski with its classifier and can 
scored 94.1% accuracy and takes less time than other 
algorithms with 0.97885 sec using the Weighted KNN 
Algorithm [22]. 

Another method proposed by Amra and Maghari use 
personal data to help the ministry of education to improve the 
performance due to early prediction of student performance. 
Their results showed that KNN classification method gives 
better accuracy (approx 83.65%) when compared to Naïve 
Bayes classifier which gives the accuracy of approx 75.77%  
[17]. 

In other study, Cherry, Enrique and Alvin made system to 
predict students’ employability using Support Vector 
Machine (SVM), Logistic Regression (LR), Decision Tree 
(DT), Naïve Bayes (NB), K-Nearest Neighbor (KNN), and 
Random Forest (RF). From the learning algorithms, KNN 
obtained 79.90% for accuracy and SVM has the highest 
accuracy with 91.22% [25]. 

Ahuja and Kankane perform algorithms, that are Naive 
Bayes, K-nearest neighbors, and Ctree to build classification 
models to predict the student's probability of getting his/her 
graduation degree. The accuracy for Naïve Bayes can reach 
84.3%, Ctree get 86.56%, and K-NN has the lowest accuracy 
that is 76.45% [24]. 

Some study work by H. Al-Shehri, et al. presented two 
prediction models for the estimation of student’s performance 
in final examination. That study applied K-Nearest Neighbor 
(K-NN) algorithm and Support Vector Machine (SVM) 
algorithm to predict the student’s grade.  The study outcome 
showed that Support Vector Machine (SVM) achieved a 1% 
better results with correlation coefficient of 96%, while the 
K-Nearest Neighbor (K-NN) achieved 95% [8].   
 
3.  PROPOSED METHOD 
 

This study conducted by applied some steps. Each step 
described in following parts: 

3.1 Data Preparation 
The dataset used in this study was obtained from internal 

databases that is stored in Microsoft SQL Server. The data are 
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Figure 1: Example of dataset after using data cleaning 

 
 

BINUS computer science students who have graduated from 
2016 and 2019 with a total of 1,989 students. In addition to 
student data, this study will use student grades consisting of 
48,414 records, 4 tables, 15 columns. After the dataset is 
collected, pre-processing process such as data cleaning and 
data transformation. The creation and selection of features 
aim to provide a good quality dataset that can improve the 
performance of the study period prediction. 

 

3.2 Data Processing 
At this stage includes all activities to prepare data to be 

entered into a modeling tool that will be applied at a later 
stage. In the data pre-processing phase, this process is carried 
out in detail as follows: 
Data Cleaning. In collecting data, the authors work with 
internal data division as the owner of data info, grades, status 
and study period of a student. At this stage the IT Data Center 
collect the data by carrying out several activities such as 
filling in missing values, handling outlier data, correcting 
inconsistent data, and resolving redundancy problems. The 
internal data division also combine four tables which are 
student personal information table, course table, student score 
table, and study period table into data as excel. The feature list 
can be seen in Table 1. 
 

Table 1: Feature list 
Type of Data Feature Name Feature Type 
Student 
Personal 
Data 

ADMIT_TERM Nominal 
MASKED_NIM Nominal 
MASKED_BINUSIANID Nominal 
MASKED_NAME Nominal 
BIRTH_PLACE Nominal 
BIRTH_YEAR Nominal 

Course Data COURSE_CODE Nominal 
COURSE_NAME Nominal 

Student 
Grade Data 

FINAL_SCORE Numeric 
FINAL_GRADE Nominal 

Study Period 
Data 

REGISTER_DATE Nominal 
STATUS Nominal 
GRADUATION_DATE Nominal 

 

Most features (12) are nominal variables that have varying 
amounts of values, and only one feature is numeric variable 
named FINAL_SCORE. This feature will be the predictor 
variable in the next step. The example of dataset after using 
data cleaning can be seen in Figure 1. 

From the example, we can see the student number, binusian 
id and name are masked by the internal data division to 
maintain student privacy. There are several personal data 
such as birthplace, and birth year. Moreover, there are course 
outline data such as course code and course name. In the next 
step, the course code will be used for the feature name. 
 
Data Transformation: At this stage, the features that will be 
used in the data will be only 4 of 13 features. In addition, the 
authors transpose the data and makes certain course code as 
the predictor variables. COMP6047 (Algorithm and 
Programming), COMP6048 (Data Structure), COMP6056 
(Program Design Method) and COMP6100 (Software 
Engineering) are selected based on the highest total credits 
(SCU) and as requirements to pass in the semester [21]. 
Predicted variables are created by calculating the difference 
between the students register and graduation date. From the 
process, 3 predicted variables are generated such as 
“OnTimeStatus”, “TotalYear” and “TotalSemester”. After 
that, the authors change the data in the form of excel into 
Command Separated Values (CSV). The summary of selected 
features of dataset can be seen in Table 2. 
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Table 2: Summary table of selected features of dataset 
Feature Name Description Feature 

Type 
Values 

COMP6047 

Student score 
in Algorithm 
and 
Programming 

Num 0 – 100 

COMP6048 
Student score 
in Structure 
score 

Num 0 – 100 

COMP6056 

Student score 
in Program 
Design 
Method 

Num 0 – 100 

COMP6100 
Student score 
in Software 
Engineering 

Num 0 – 100 

OnTimeStatus As on-time / 
not on-time Nom 

1 = on-time 
(89,6%), 
0 = not 
on-time 
(10,4%) 

TotalYear Total year of 
study period Nom 4 values (4, 

5, 6, 7) 

TotalSemester 
Total 
semester of 
study period 

Nom 
7 values (7, 
8, 9, 10, 11, 
12, 13) 

 
4 features are nominal variables while the rest of features are 
numeric variables. But the final dataset are imbalance, 
because there are 89,6% student that are on-time in their 
study, and only 10,4% are not on-time. This problem may 
affect to the prediction accuracy especially for predicting the 
students total year or the total semester in their study, because 
the 10,4% not on-time status are distributed to 3 values for 
total year which are ‘5’, ‘6’ and ‘7’ years. The 10,4% not 
on-time are grouped to 5 values for total semester which are 
9’, ‘10’, ‘11’, ‘12’ and ‘13’ semesters. The example of dataset 
after using data cleaning can be seen in Figure 2. 
 

 
Figure 2: Example of dataset after using data transformation 

 

3.3 Model Selection 
Nearest Neighbor is a classification algorithm that studies 

neighboring classes as an approach and uses the K value to 
determine the number of nearest neighbors as one of the 

guidelines for sample data points [18]. At runtime, the sample 
data points must be in memory which makes this algorithm 
also called a memory-based technique. This algorithm is 
called KNN because the classification is very dependent on 
the number of uses of the closest neighbors that can determine 
the class of a data point. Some researchers [18] improved 
KNN according to their distances from new sample data point. 
But memory requirement and computational complexity 
remain the main concern always. To further improve the 
dataset, some data points can be also eliminated from data set, 
and those data points don't affect the result. For example, a 
testing data fill a certain position in the Cartesian graph, the 
labeled data will surround the testing data. In this study, label 
refer to on-time status, total year and total semester are 
indicated as prediction label selected from closest neighbor to 
the testing data. 

Measuring distances on data can be done with several 
approaches. Euclidean distance and Manhattan distance are 
most popular approaches. In this study, authors chose 
Euclidean Distance described in the equation (1) [16]. 

 

 

(1) 

 
In the equation (1), distance (x1, x2) is distance between x1 

and x2. x1 is attribute value in training data, and x2 is in 
testing data value. The selected attributes are used to measure 
the distance. The shortest would be chosen to predict the 
testing data label/class defined in k value. KNN nearest 
neighbor classification algorithm can be expressed as the 
following pseudo code can be seen in Figure 3 [17]. 

 

 
Figure 3: pseudo code of KNN nearest neighbor classification 

algorithm [17] 
 
The next example shows that there are three classes X, Y 

and Z as shown in Figure 4. P is the data whose label want to 
identify with the K value is 5. The KNN would use the 
Euclidean distance to calculate each sample pair that is 
closest to the P value. In the figure 4, the four nearest 
neighbor samples are contained in class label X, while single 
sample belongs to class label Z. So the P data can be classified 
as a class label Z [20]. 
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Figure 4: A visual example of K-NN classifier [20] 

 
The advantages using KNN are fast training, ease in 

comprehension and implementation, strong in noise training 
data and good for multiclass classification [19]. The KNN 
algorithm has disadvantages, such as the advanced 
determination of the optimal k and the requirement to define 
the value of k in selecting fit attributes. This will reduce noise 
effects on the classification and making limits between the 
classification bias. If the k value is too low, the accuracy will 
be decreased too [26]. 

Evaluation of algorithm performance can be done with 
certain data mining techniques. Confusion matrix the most 
popular one. It maps the detail result of prediction described 
in matrix and give difference column between actual and 
prediction label that can be seen in Table 3. 

 
Table 3: Confusion Matrix (Two Labels) 

  Prediction 
 Label / 

Label X Y 

Actual 
X   

Y   

 
The confusion matrix result is the accuracy of prediction 

based on training and testing data. From the confusion 
matrix, we can also get several performance metrics, such as 
precision, recall and F1 Score. 

4. RESULT AND DISCUSSION 
In this section, the experimental evaluation aspects of 

classification methods using the K-Nearest Neighbor. All 
experiments were implemented with scikit-learn library on a 
workstation with Core I7 CPU and 8 GB RAM. The dataset 
are divided into two sets using with the ratio is 80:20. There 
are 1,591 data used as training data. This section also uses 3 
predicted values which are ‘on-time status’, ‘total year’ and 
‘total semester’. All of training data can be seen in Table 4, 
Table 5, Table 6. 

 

Table 4: Example of training data in predicting on-time status 
C47 C48 C56 C61 OT 
90 97 95 92 1 
75 59 56 65 1 
66 84 79 80 1 
85 81 87 86 1 
… … … … … 
66 70 70 79 1 

 
Table 5: Example of training data in predicting total year 

C47 C48 C56 C61 TY 
70 85 81 92 4 
53 37 66 76 6 
93 94 98 90 4 
71 85 77 86 5 
… … … … … 
66 70 70 79 4 

 
Table 6: Example of training data in predicting total semester 

C47 C48 C56 C61 TS 
57 73 79 82 8 
78 75 79 76 8 
76 77 65 83 7 
74 71 75 71 7 
… … … … … 
66 70 70 79 7 

 
The features are separated in two groups and named as 

predictor variable and predicted variable. This study defines 
COMP6047 (C47), COMP6048 (C48), COMP6056 (C56) 
and COMP6100 (C61) as predictor variables. While On-time 
(OT), Total Year (TY) and Total Semester (TS) are used as 
predicted variables. Then, data must be preprocessed to gain 
the best accuracy. This preprocessing step was done by 
measuring accuracy. Table shown the sample of data that is 
used as training data. There are 398 data used as testing data. 
Table 7, Table 8, Table 9 shown generated testing data by 
using sci-kit learn library train_test_split method with the 
same random_state = 4. This table consists of columns used 
for the prediction result and would be compared to the actual 
column to compute the accuracy. The algorithm is used to 
produce prediction of student on-time status, total year, total 
semester based on training and testing data. The example of 
selected testing data with the prediction result can be seen in 
Table 7, 8, 9. 

 
Table 7: Example of testing data with the prediction result in 

predicting on-time status 
C47 C48 C56 C61 OT (Prediction) OT (Actual) 
84 88 69 83 1 1 
66 73 85 89 1 1 
73 80 76 90 1 1 
90 91 81 85 1 1 
66 55 43 83 0 0 
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Table 8: Example of testing data with the prediction result in 
predicting total year 

C47 C48 C56 C61 TY (Prediction) TY (Actual) 
87 93 82 78 4 4 
79 94 89 92 4 4 
66 70 69 77 4 4 
75 88 81 74 4 4 
90 91 89 85 4 4 

 
Table 9: Example of testing data with the prediction result in 

predicting total semester 
C47 C48 C56 C61 TS (Prediction) TS (Actual) 
81 77 79 85 7 7 
68 74 87 66 7 9 
84 87 81 85 7 7 
73 77 69 92 7 7 
78 69 76 81 7 7 

 
In the example of testing data in predicting total semester, 

incorrect prediction will be highlighted red because the 
prediction and the actual value is not same. It will prove the 
testing accuracy will not as high as the other variables. Final 
testing accuracy result has done by analyzing the best k value 
of K-NN algorithm. The accuracy comparison for on-time 
status can be seen in Table 10. 

 
Table 10: Testing accuracy comparison of K-NN Algorithm in 

predicting on-time status 
Test Number K (of K-NN) Accuracy (%) 

1 2 86.93 
2 3 83.92 

… … … 
8 9 93.2 

… … … 
41 40 90.2 

 
Based on k evaluation, the best k on testing result is 

highlighted green which is 9 with an accuracy of 93.2%. This 
table is visualized in Figure 5.  

 

 
Figure 5: Comparison of training and testing accuracy graph in 

predicting on-time status 

The testing accuracy had decreased in the second k and 
rose significantly to reach 93.2% in the ninth k, after that k 
decreased and stable at 90%. Testing accuracy comparison for 
student total year can be seen in Table 11. 

 
Table 11: Testing accuracy comparison of K-NN Algorithm in 

predicting total year 
Test Number K (of K-NN) Accuracy (%) 

1 2 85.18 
2 3 89.2 

… … … 
8 9 91.5 

… … … 
41 40 89.7 

 
Based on k evaluation, the best k on testing result is 

highlighted green which is 9 with an accuracy of 91.5%. This 
table is visualized in Figure 6. 

 

 
Figure 6: Comparison of training and testing accuracy graph in 

predicting total year 
 
Different from the previous graph, in the process of k in 

predicting the total year, testing accuracy has increased to the 
ninth k with an accuracy of 91.5%. And the last testing 
accuracy comparison for student total semester can be seen in 
Table 12. 

 
Table 12: Testing accuracy comparison of K-NN Algorithm in 

predicting total semester 
Test Number K (of K-NN) Accuracy (%) 

1 2 60.55 
2 3 68.6 
3 4 70.35 
4 5 69.1 

… … … 
41 40 75.63 

 
Based on k evaluation, the best k on testing result is 

highlighted green which is 40 with an accuracy of 75.63%. 
This table is visualized in Figure 7. 
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Figure 7: Comparison of training and testing accuracy graph in 

predicting total semester 
 
This graph is the most different of all graph, because the 

testing accuracy rose stably and experiencing a peak at k=40. 
This condition is influenced by the number of predicted 
variables. The imbalance data is also the factor that graph can 
distinct with others. After calculating the accuracy based on 
k, this study also calculates the performance metrics using 
confusion matrix, precision, recall, F1 score for student 
on-time status that can be seen in Table 13 and Table 14. 

 
Table 13: Confusion matrix in predicting on-time status 

Prediction / 
True 0 1 All 

0 8 34 42 
1 4 362 356 

All 12 386 398 
 
Table 14: Precision, Recall, F1 Score, Training and Testing 

Accuracy in predicting on-time status 

Label / 
Class 

Precisio
n (%) 

Recal
l (%) 

F1 
Score 
(%) 

Train 
Acc 
(%) 

Test 
Acc 
(%) 

0 67 19 30 90.45 
(k= 34) 

93.2 
(k = 9) 1 91 99 95 

 
Based on Table 13 and Table 14, it can be examined that 

label ‘1’ has high precision (91%) , recall (99%) and F1 score 
(95%) because there is 89,6% data that leans to its label while 
label ‘0’ has low recall and F1 score percentage. 
 

Table 15: Confusion matrix in predicting total year 
Prediction / 
True 4 5 6 7 All 

4 356 0 0 0 356 
5 29 5 0 0 34 
6 4 0 0 0 4 
7 3 1 0 0 4 

All 392 6 0 0 398 
 

Table 16: Precision, Recall, F1 Score, Training and Testing 
Accuracy in predicting total year 

Label / 
Class 

Precisio
n (%) 

Recal
l (%) 

F1 
Score 
(%) 

Train 
Acc 
(%) 

Test 
Acc 
(%) 

4 91 100 95 

90.06 
(k= 23) 

91.5 
(k = 9) 

5 83 15 25 

6 0 0 0 

7 0 0 0 
 

In Table 15 and Table 16 has the same problem where the 
class ‘6 years’ and ‘7 years’ can’t be predicted because lack of 
imbalance data. But K-NN still can predict the label ‘4 years’ 
correctly. Even the recall, precision and F1 score for label ‘4 
years’ is similar with the label ‘1’ in the previous predicted 
variable. 
 

Table 17: Confusion matrix in predicting total semester 
Prediction / 
True 7 8 9 10 11 12 13 All 

7 259 15 0 0 0 0 0 274 
8 44 38 0 0 0 0 0 82 
9 8 18 2 0 0 0 0 28 
10 0 6 0 0 0 0 0 6 
11 1 2 0 0 0 0 0 3 
12 0 1 0 0 0 0 0 1 
13 0 3 1 0 0 0 0 4 
All 312 83 3 0 0 0 0 398 

 
Table 18: Precision, Recall, F1 Score, Training and Testing 

Accuracy in predicting total semester 

Label / 
Class 

Precisio
n (%) 

Recal
l (%) 

F1 
Score 
(%) 

Train 
Acc 
(%) 

Test 
Acc 
(%) 

7 91 100 95 

70.71 
(k= 36) 

75.63 
(k=40) 

8 83 15 25 

9 0 0 0 

10 0 0 0 

11 0 0 0 

12 0 0 0 

13 0 0 0 
 
In Table 17 and Table 18, algorithm only can predict 3 of 7 
labels, and only the label ‘7 semester’ has the same precision, 
recall and F1 score as label ‘4 year’. It definitely affects the 
training and testing accuracy. K-NN only can give 70.71% for 
training accuracy and 75.63% for the testing accuracy.  

5. CONCLUSION 
This study proposed important variables to predict 

computer science student study period. The variables were 
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selected based on student basic course score. Selected 
variables that used to predict student study period are 
Algorithm and Programming (COMP6047) score, Data 
Structures (COMP6048) score, Program Design Method 
(COMP6056) score and Software Engineering (COMP6100) 
score. This study also proposed three predicted variables such 
as, (1) study on-time status, (2) study total year and (3) study 
total semester. These variables are combined with K-NN 
algorithm. Based on study analysis, the accuracy of the 
algorithm for first predicted variable reached 93.2 % with the 
best k is 9. For the second predicted variable, K-NN can reach 
the accuracy of 91.5% with the best k is 9. For the third 
predicted variable, K-NN only can reach the accuracy of 
75.63% with the best k is 40. The biggest challenge in this 
study is the imbalance dataset between student that graduate 
on-time and not on-time. For future work, this study will add 
the dataset of not on-time student to improve the variation of 
dataset which may help in elevating the study further. We can 
also use the combination of other supervised learning 
algorithm to further enhance the quality of this study. We will 
also develop a prediction study period system based on basic 
course score and the prediction result can be used as early 
reminder system to increase the graduation rates of its 
students.  
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