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 
ABSTRACT 
 
The main objective of this paper is to identify the age group of 
the human being based on their face images by using a 
geometric feature and Levenshtein distance. This paper 
presents a novel method for human face age group estimation 
and classification. It is inspired in our model which was 
pre-trained on face sketch gender classification and 
recognition task. Toward this end, we generate some 
referential faces suitable for each age group decades based on 
perfect face ratios and four classical averages. sixteen features 
will be extract from the input face image based on perfect face 
ratio rules. The detection stage passes by Viola and Jones 
algorithm. The classification task is evaluated through 
calculate of the Levenshtein distance between the input face 
image request and the referential faces. An experimental 
evaluation demonstrates the satisfactory performance of our 
approach on FG-NET database with 80.00 % for training, 
20.00 % for the testing and divided by age groups decades. 
Also, the CUHK Face Sketch dataset (CUFS) is used for 
testing. The proposed algorithm will be a competitor of the 
proposed relative the stat of the art approaches. The estimate 
rate reaches more than 79.90 % for some age groups decade.   
  
Key words: Age Group Classification, Average Face Ratios, 
CUFS Dataset, Face sketch, Facial Age Estimation, FGNET 
Database, Perfect Face Ratios, Levenshtein Distance.   
 
1. INTRODUCTION 
 
Age estimation is defined as the determination of the person’s 
age or his/her age group [1]. The main objective of age (group 
age) estimation is that estimated age is as close to appearance 
age as possible.  In the literature, usually all used algorithms 
take one of two approaches: age group classification or 
age-specific estimation [2], these approaches can be further 
decomposed into two decisive steps: feature extraction and 
classification step. Also, in both them the estimated age 
(group age) is the age defined automatically by computer 
based on persons appearance [3]. 
 

 

 

 

Figure 1: In the left, an input image photo to the Facial age group 
estimation and classification system. In the right, the output result. It 
indicates the detected age group. 

 Face Age Estimation Systems (FAES) aim to estimate age or 
group age in a dataset of photos or sketches images (Figure.1). 
It based on two-dimensional images of human subjects.  
Facial age estimation (FAE) is widely applicable and has 
great potential in many significant real-world application 
areas primarily in the fields of computer vision and artificial 
intelligence [4][5][6]. There are various application areas for 
age estimation including Age simulation [7], Electronic 
customer relationship management (chat rooms websites, 
forums, and emails) [8], Security and surveillance for 
preventing underage from accessing for preventing underage 
from accessing to alcohol and cigarette vending machines [9], 
Missing persons [10] and soon. We use age estimation and 
classification in our face sketch recognition system [11] and 
in face emotion classification [12], in this scenario it can be 
used to identify; fastly; a criminal person from his   sketch for 
purposes of identification.  
They are many basics kinds of age groups but the famous are 
those they divided age by decades ([0-9], [10-19], ... and 
soon), for example, in the national ID card case. 
People’s face is one of the most nonverbal exposed part of 
body. The human face adequately conveys much information, 
which people have a natural behavior and a remarkable ability 
to extract, analyze, identify, and interpret. Age is one of the 
most important attributes of face. 
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 Research ware demonstrated that age information are 
encrypted in the face features. The automatic task of age 
recognition is a challenging work and explicitly difficult: 
Human age estimation and classification can be done in many 
ways, but this paper is concerned with the age estimation and 
classification based on two-dimensional images of people's 
faces. There is a large number of databases available for 
human age estimation research, some of them are private and 
some are public. The Fg-net database [13] is most commonly 
used in age estimation scenario.  

The Levenshtein distance [14] is a string metric for 
measuring the difference between two sequences. Informally, 
the Levenshtein distance between two words is the minimum 
number of single-character edits (insertions, deletions or 
substitutions) required to change one word into the other. It’s 
may also be referred to as edit distance. This distance is used 
in this work to determine the similarity between the two 
images: The input request image and the age group reference 
image. It ensures great performances in terms of speed and 
accuracy. 

The objective of this paper is to propose our approach based 
on Levenshtein distance with four generated average face 
ratio images to estimate and classify the age group of the input 
request facial image, photo or sketch. This paper presents a 
novel method for human age group estimation and 
classification. We generate four referential virtual faces 
suitable for each kind of facial age group based on the perfect 
face ratios, the decades and some classical means: arithmetic 
average, harmonic average, contra harmonic average and 
quadratic average. The principle and the core of the approach 
include two basic aspect. The first one grants to extract perfect 
face ratios for the input face photo or sketch and also to 
extract the same feature for each referential face and the 
second one allows to calculate the distance between them by 
using the Levenshtein distance. We use the face point 
landmarks to extract perfect face ratios, then sixteen features 
will be extract. To compute distances between each image in a 
set of our referential faces group age and the input facial 
image. The Levenshtein distance based on the similarity 
measure function is used.  

This article is organized as follows. Section II related 
works. Section III background information about perfect face 
ratios, Levenshtein distance and four classical averages, their 
definitions, expressions and algorithms. In section IV, the 
proposed framework architecture of our approach is 
explained in depth. Experimental results are given in section 
V. A conclusion and future work are presented in section IV. 

 
2. RELATED WORK  
 

Over the last decade until March 2020, there has been a 
wealth of research in Human age estimation and classification 
based on their facial images. specially   in last two years (from 
2018 to March 2020) many techniques were used in this task, 
for example just to name a few, we briefly review related 
methods for age estimation and classification: In [15] authors 
create an intelligent system for human age estimation by 

using hybrid machine learning technique. The authors of [16] 
use a Spatially-Indexed Attention Model (SIAM) for age 
estimation. in [17] the authors propose an order learning 
technique and they study its application to age estimation. In 
[18] adopt a face image age estimation based on data 
augmentation and lightweight convolutional neural network. 
In [19] the authors use a beep belief network in their facial 
human age estimation. In [20] the authors use a specific 
domain transfer learning in age estimation. In [21] authors 
use AgeGuess database, it is an open online resource on 
chronological and perceived ages of people aged 5–100.  

Al-Tuwaijar et al [15] use LDA algorithm as features 
extraction grouped into three age classes, they use also firefly 
and Harmony Search algorithms in feature optimization 
phase and J48 algorithm in features classification. They apply 
the system to FG-NET dataset. Pei and Dibeklioglu [16] use 
end-to end architecture for age estimation from facial 
expression videos, called Spatially-Indexed Attention Model 
(SIAM). The model employs convolutional networks to learn 
the effective appearance features. They apply their technique 
to UVA-NEMO SMILE database with ages from 8 to 76 
years. Lim et al [17] develop an order learning a pairwise 
comparator to determine the order graph of classes: ‘greater 
than,’ ‘similar to,’ or ‘smaller than’, representing ranks or 
priorities. They apply their facial age estimator, the proposed 
algorithm (supervised 6CH) to MORPH II dataset, FG-NET 
dataset and IMDB-WIKI dataset. In face image age 
estimation based on a lightweight convolutional neural 
network, Liu et al [18] propose an improved Shu�e Net V2 
network based on the mixed attention mechanism by merging 
classification and regression age estimation methods. They 
test the technique on IMDB-WIKI and FG-NET datasets. 
Anjali et al [19] use active appearance and scattering 
transform feature extraction method which allows extract 
geometric and texture features, in the classification step of 
their facial based human age estimation they use also the deep 
belief network classification model. To estimate the real facial 
age. Jones et al [20] present AgeGuess, a simple on-line 
database (game) in which you can post your photos, have 
other people guess your age, as well as guess the age of other 
users. This database is an open online resource on 
chronological and perceived ages of people aged between 
5–100. 
In [21] we present a model which was pre-trained on face 
sketch gender classification and recognition task. The model 
is based on fuzzy hamming distance with geometric 
relationships called face ratios. We attempt to tune the same 
model for age group estimation and classification task and we 
attempt to evaluate the approach to obtain a satisfied model on 
adience datasets.  

2.1 Contribution of this Work  
 

The contribution of this work can be summarized as:   
• Comprehensive performance evaluation of off line based 

facial age group estimation and classification by using perfect 
face ratios and Levenshtein distance.  
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• The development and evaluation of a geometric learning 
based human face age group classification model. with 
N=1002 images from FG-NET dataset, 80% for training and 
20% for testing. Also, for testing, the CUFS dataset is used to 
evaluate the same model. 
• The proposed approach can accurately classify the right 
kind of the age-group's face. It is inspired in our model which 
was pre-trained on face sketch gender classification and 
recognition task. This tuned method achieves our goal by 
producing an estimation rate reaches more than 75% 
especially in the FG-NET dataset. It can be comparable with 
the stat of the art human face age group estimators.  
  
3. BACKGROUND INFORMATIONS 

3.1 Levenshtein Distance 
 
Levenshtein distance measures the difference between two 
strings. It is equal to the minimum number of characters that 
must be deleted, inserted or replace to go from string A to 
string B. We consider that each elementary operation 
implemented (delete, insert or replace) has a cost of 1. We 
specify that each elementary operation relates to only one 
character. Levenshtein distance, mathematically, is the sum 
of these costs. The algorithm proposed below describes the 
calculation of the Levenshtein distance between two strings 
Str1 and Str2 

Function Levenshtein (Str1, Str2): Integer 

 

Input: 
  Str1[], first string, indexes from 1 to n / n is 
the Str1's length; 
 Str2[], second string, indexes from 1 to m / m 
is the Str2's length; 
Output:  
    Distance value: Integer; 
    Begin 
    Declaration: 
       d[] : matrix of integers initialized  to 0,    
indexes from 0 to n and  from 0 to m ; 
       i , j , substitutionCost  : Integer ; 
       For i from 0 to n do 
              d[ i ,0] := i 
       For j from 0 to m do 
             d[0, j ] := j 
       For i from 1 to n do 
             For j from 1 to m do 
                    if (Str1[i] = Str2[j]) then 
                              substitutionCost := 0 
                   else 
                              substitutionCost := 1 
                   endif 
          d[ i , j ] := minimum( 
           d[ i−1,j] + 1, # for suppression 
           d[ i , j−1] + 1, # for insertion 
           d[ i−1,j−1] + substitutionCost ) #               
                                 for substitution 
     return d[n, m] 
End 

 

   
Figure 1: Algorithm: Levenshtein Distance 

3.2 Perfect face ratios  
 

Based on basic ideas of the Italian criminologist Cesare 
Lombroso. Also, based on THE IDEAL FACE 
PROPORTIONS taken as the scientific measuring guns of the 
beauty, we define the following distances as the different 
distances used to calculate the face ratios of each face images 
in datasets of face photos or sketches.  

d0: The face width 
d1: The distance between the end of the right eye and the right 

end of the face 
d2: The length of the right eye 
d3: The distance between the eyes 
d4: The length of the left eye 
d5: The distance between the end of the left eye and the left 

end of the face 
d6: The distance between the centre of the pupils 
d7: The mouth length 
d8: The distance between eyes 
d9: The nose width 

d10: The mouth length 
d11: The jaw length 
d12: The distance between the eyes and the last point of the 

head 
d13: The distance between the eyes and the chin 
d14: The distance between the centre of the forehead and the 

last point of the head 
d15: The distance between the centre of the forehead and the 

nose 
d16: The distance between nose and the chin 
d17: The distance between the eye and the eyebrow 
d18: The length of one eye 
d19: The distance between the low lip and the chin 
d20: The facial length 

We assume and we define sixteen ratios (Ri) as: 

    

    

    

  
 

 
 

 
 

Also, we assume that in a perfect face we have these ratios: 
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3.3 Arithmetic mean  
Symbolically, we have a data vector set containing n values 

. The arithmetic mean is equal to the fraction of 
the sum of all n_numerical values of a set and the number of 
items in this set. It is defined as A_Mean: 

 
(1) 

The number of items being averaged. 
The sum of the numbers being averaged. 

3.4 Harmonic mean 
 
The harmonic mean is the reciprocal of the A_Mean of the 
reciprocals of the given numbers.  It is defined as   H_Mean:  

 
(2) 

3.5 Contra Harmonic mean 
 
The contra harmonic mean is the fraction of A_Mean of the 
values squares t and the values A_Mean. It is defined as 
C_H_Mean:  

 

(3) 

3.6 Quadratic mean  
 
The quadratic mean is calculated as the A_mean square root 
of the given numbers. It is is defined as Q_Mean:  

 
(4) 

  
4.APPROACH  
 
In detail, our system has two modes, in both them, the input 
facial age image (sketch or photo) and all face age photos of 
the dataset are converted to a Gray level, they are resized and 
cropped into 200x250 pixels. These dimensions are chosen: 
It’s the proposed default choice of the datasets used and it’s 
also the dimensions used in our related work. Facial images 
pass though viola johns facial detection algorithm [22]. In the 
offline phase, the first step of the system is to normalize and to 
pretrain all photos. For that they have been transformed into 
Gray level images and they are all cropped to 100x125 pixels. 
The same technique steps are thus used to the online mode. 
After this stage, to detect the faces of the images, we projected 
the viola and jones algorithm[23]. The result that follows this 
second step is used to locate the 68_point_landmarks [24] in 
each face. These 68 points will be the parameter of a 
geometric descriptor which allows to extract an identity of 
each face via the calculation of the rations of the perfect face.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:The different distances used to calculate the sixteen ratios 
of the face named 005A18 in FG-NET dataset. The ratios are 

inspired by cannons applied to a perfect face. 

A vector will be dedicated to group these harmonious 
distances in order. This vector represents a real 
proportionality with any other similar vector. The ratios of 
these distances in the vector have been stored as already 
detailed in last section from R1 to R16. 
An overview of our proposed Levenshtein Distance based 
framework for face age group classification is shown in 
Figure 4.  
In online process of the face age group estimation and 
classification system, given a facial image, sixteen features 
are extracted based on twenty distance as showed in Figure.3 
and defined in last section. The series of these characteristics 
composes a vector of real values. This vector is considered as 
an identifier of the face image from which the values have 
been extracted and calculated.  
In offline process of the facial age group estimation and 
classification System, we grouped the dataset of facial photos 
into seven data subsets based on the value of age group that it 
represents:[0-9] for the first decade,[10-19] for the second 
decade, [20-29] for the third decade, [30-39] the fourth 
decade, [40-49] fifth decade, [50-59] for the sixth decade and 
[60-96] for the last decade. The same distances used in online 
process are extracted and calculated for each facial image for 
each data subset in the facial age group datasets. We generate 
four referential faces suitable for each kind of facial age group 
based on the four usual and classical averages: Arithmetic 
mean, Contra harmonic mean, Harmonic mean and 
Quadratic mean. We use the landmarks points to generate all 
referential faces. Figure 5 summarize and shown the 
twenty-eight referential faces per averages per age group 
decade. The second column contained the seven referential 
faces generated by arithmetic average; they are in orange 
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color. The third column contained the next seven referential 
faces generated by harmonic average; they are in red color. 
The fourth column contained the next seven referential faces 
generated by contra- harmonic average, they are in purple 
color and the last column contained the last seven referential 
faces generated by quadratic average, they are in blue color. 
After such a facial image (sketch or photo) and referential 
faces transformation to vectors of reals values, Facial age 
group estimation and classification becomes straightforward. 
We can compare the facial image with the referential facials 
age group by using the Levenshtein distance. In fact, we first 
compute the landmarks points for each facial image and also 
for all referential faces of age group. The face ratios for each 
one is then used as feature vectors for final estimation and 
classification. 
The algorithm contained eight steps; the detail of algorithm 
can be summarized as follows. 

Step-1: To pretrain and to normalize all the facial images 
sketches or photos.  

Step-2: Extract the landmarks points of the facial images 
according to the famous model “The 
68_face_landmarks" 

Step-3: Calculate the distances d0 to d20 as defined in 
section III.B. 

Step-4: Calculate S: the surface of the nose.  

 

Let S the surface of the nose, we define the ratio:       

 (5) 
Step-5: Let define∶ 

  E’= The tragus ear center  

  I’= The inter eyebrow center 

 F’= The front center 

 C’= The chin center 

  N’= The nose dorsum 

 

 Let define three angles θ1, θ2 and θ3 as: 

             (6) 
             (7) 
            (8) 

 
The following angles are calculated as: 

 
(9) 

 
(10) 

 
(11) 

 
We define the ratio R16: 

 

(12) 

Then: 
 

 
 

Step-6: Create the ratios vector: 
 

 

Figure 3:  An overview of our proposed framework based on Levenshtein distance with face ratios for Face age group estimation and 
classification.  

(13) 
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Figure 4: Our generated referentiels  68_face age group landmarks  attributed to their age group interval and the name of mean used to calculate 
its, each model contained: "Mouth", "Right_Eyebrow", "Left_Eyebrow", "Right_Eye","Left_Eye", "Nose" and "Jaw". The images for the usual 

means are 200x250 like the input image request resolution. 

      Means 
 

Age Group 
(Years) 

Arithmetic mean 

 
 

Harmonic mean 

 
 

Contraharmonic mean 

 
 

Quadratic mean 

[0-9] 

    

[10-19] 

    

[20-29] 

    

[30-39] 

    

 [40-49] 

    

[50-59] 

    

[60-69] 
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Step-7: Compute the Levenshtein distance (LevD) 
between the input facial vector (Vi) and each (Vf) 
vector in the list of referential face age group vectors. 

Step-8: Estimation and classification: The output result 
is the age group label of the min of Levenshtein 
distances relatively to each input parameter. 

5.EXPERIMENTS AND RESULTS   
 
There is a large number of databases available for human age 
estimation research, some of them are public and some are 
private. The FG-NET database [13] is public and most 
commonly used in age estimation research. 
To demonstrate the e�ectiveness of the proposed method, we 
proceeded for acquiring the FG-Net Aging Data. We used 
80% of database images for training and 20% for testing. 
Also, for testing, the CUFS dataset is used to evaluate the 
same model. FG-NET includes 1002 face photos in total. In 
Figure.6 the FG-NET age distribution by year is detailed.  
 

 
Figure 5: FG-NET age distribution 

We divide the FG-Net dataset to seven data subsets suitable 
for each kind of basics decades: [0-9] years, [10-19] 
years …and soon. Table 1 shown the percentage of each 
decade age group. In Figure.7 our used FG-Net Age Group 
statistics is detailed whilst the Figure.7 the distribution of age 
group used in our approach is summarized. 

 

 

Table 1: The statistics of our used age groups from FGNET dataset. 
 

 

 

 

 

 

 

 
Figure 6:Our used FG-Net Age Group distribution 

The FG-NET is used to training and to testing our approach. 
Figure 8 clearly illustrates step by step the results obtained as 
we progress in the process of the framework already described 
previously. 
For each age group data subset, in the first step the extract 
face photos of the data subset. In the second: The cropped 
Face photos or sketches. In the third: The extract 68 face 
landmarks points. In the fourth: calculate of the sixteen 
features and in the last step:  the ratios vector generated from 
the facial images, it is involved to classify the kind of the 
facial age group of the input face photo or facial sketch. The 
output result of Face Age Estimation System (FAES) is the 
probe kind of age group by years. 
 
 

 

Age 
Group 
(Years) 

Number images Total 
Percentage Train Test Total 

[0-9] 297 74 371 37.03% 
[10-19] 271 68 339 33.83% 
[20-29] 115 29 144 14.37% 
[30-39] 63 16 79 07.88% 
[40-49] 36 10 46 04.59% 
[50-59] 12 03 15 01.50% 
[60-69] 07 01 08 00.80% 

Figure 7:The process of our FEAS, line1: extract of the dataset photos/input facial images. Line2: cropped images. line3: 
extract the 68 face landmarks points. Line 4: calculate of sixteen features and line5:  the ratio vector generated from the facial 
photos/sketches; it is involved to estimate the kind of age group. The output result of FEAS is the probe kind of age group 

of the input facial images. 
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We generate seven referential faces suitable for each age 
group decade based on perfect face ratios and four classical 
averages: arithmetic mean, harmonic mean, contra-harmonic 
mean and quadratic mean. The results are 28 referential faces 
type of average as already described previously in section IV.  
Using our new method, we realized four experiments 
according to the average used during the generation of the 
referential face. In each one of them, we compare the input 
facial image (features) with the seven referential faces, for the 
comparison we use the Levenshtein distance. The output 
probe kind of age group is that proper to the referential face 
having the minimal Levenshtein distance value. TABLE II 
shows the Accuracy per Age Group for our approach based on 
Levenshtein Distance (LevD) and all Averages Face Ratios. 
The result can be considered as a benchmark for the facial age 
group system to compare. All experimental results of tests are 
shown in Figures 9 to12. The cumulative match score is used 
to evaluate the performance of the four algorithms used. It 
measures the percentage of the probe age group.  
TABLE II reports the facial age group estimation and 
classification accuracies using five different methods: 
arithmetic mean, geometric mean, harmonic mean, contra 
harmonic mean and quadratic mean and Levenshtein distance 
applied to FG-NET Database. Our algorithm proves that, the 
classification,  rate reaches more than 77.80% for [0-9] age 
group ,more than75.30% for [10-19] range, more than 
75.40% for the third decade, more than 79.90% for [30-39] 
age group, more than70.60% for [40-49] range, also,  more 
than than70.60% for [50-59] range and more than 76.40% for 
the last decade. 
Figures 9 to 12 show comparison of cumulative match scores 
between our various facial images age group estimation and 
classification methods using four classical averages.   

Table 2:Accuracy (%) per Age Group per Averages (FG-NET Database) 

 

 

 

 

 

 

 

 

 
Figure 8: Performance of Arithmetic mean approach vs Age Group 

(FG-NET Database)  

 

 
Figure 9: Performance of Harmonic mean approach vs Age Group 

(FG-NET Database) 

 

 
Figure 10: Performance of Contra-Harmonic mean approach vs Age 

Group (FG-NET Database) 

 

 
Figure 11: Performance of Quadratic mean approach vs Age Group 

(FG-NET Database) 

 
The x-axis represents the kind of the used average and the 
y-axis represents the estimation rate. The results clearly 
demonstrate the superiority of our algorithm to more estimate 
the [0-9] and the [20-29] age groups, but the last rate of 
estimation is that of the [30-39] age group. 

         
Averages 

Age 
Group 
(Years) A
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m
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M
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n 
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n 

C
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a 

H
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m
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n 

Q
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dr
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n 

[0-9] 76.44 63.23 77.86 77.86 
[10-19] 59.47 51.22 51.22 75.38 
[20-29] 71.46 75.41 75.41 75.41 
[30-39] 79.95 58.23 48.01 48.76 
[40-49] 61.78 70.67 65.11 46.22 
[50-59] 54.00 68.00 70.67 73.33 
[60-69] 59.00 50.21 56.70 76.50 
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The arithmetic mean helps to classify [20-29] age group with 
71.46% as estimate rate and [30-39] age group with 79.95%, 
but it is not able to better classify the [50-59] age group. The 
harmonic mean helps to classify [40-49] age group with 
70.67% as estimate rate, but it is not able to better classify 
[60-69] age group. The contra-harmonic mean helps to 
classify [0-9] age group with 77.86% as estimate rate, but it is 
not able to better classify [30-39] age group and the quadratic 
mean helps to classify [0-9] age group with 77.86% as 
estimate rate, but it is not able to better classify [40-49] age 
group. 
The [0-9] age group is more classified by the contra-harmonic 
and the quadratic means. The [10-19] age group is more 
classified by the quadratic mean. The [20-29] group age is 
more classified by the arithmetic means. Also, the [30-39] 
group age is more classified by the arithmetic means. The 
[40-49] group age is more classified by the harmonic means 
and the both age groups [50-59] and [60-69] are more 
classified by the quadratic mean. the [50-59] age group. The 
harmonic mean helps to classify [40-49] age group with 
70.67% as estimate rate, but it is not able to better classify 
[60-69] age group. The contra-harmonic mean helps to 
classify [40-49] age group with 70.67% as estimate rate, but it 
is not able to better classify [60-69] age group. 
We tested our approach in CUHK database. Figure.13 shows 
the performance of the arithmetic mean algorithm per age 
group by years. The result tests deduct that the estimate rate 
reaches more than 19% in [0-9] age group, more than 23% in 
[10-19] age group, more than 13% in [30-39] age group, more 
than 6% in [0-9] age group and no matching score in 
[20-29],[40-49] and [60-69] age groups.  
To use our algorithm perfectly: 

 Large and labelled facial age dataset is needed with 
facial images useful for age estimation and 
classification. 

 Facial frontal and net images are needed, Figure.14 
shows some rejected FG-Net images by our facial 
estimation and classification age group (due to pose, 
noise...)   

 A structured and multiple computing power are 
required for training and testing stages. 

 Large memory, powerful operating system and 
efficient platform are demanded. 

We recall that AgeGuess is an online platform which we can 
post our photos, other people guess our age, as well as guess 
the age of other users. Based on the AgeGuess idea, relatively 
to police investigation scenarios,  based also on a query 
system considered as a process with the goal is to identify the 
corresponding image and the aim is to detect the crime and 
identify the suspect based on the collected information , we 
have  tested our FAES in the case of full hidden face  with a 

 
Figure 12: Performance of Arithmetic mean approach vs Age Group 

(CUHK Database) 

 

 

 
Figure 13: Some images of FG-NET Database rejected by our FAES 

due to pose and noise detection. 

mask, case of  faces from coins or banknotes, cases of statues 
or faces transformed to 3D images, case of stamps, case of 
baby doll and particularly  case of human head skull wich to 
principal goal is a comparison of the estimated age by FAES 
with  age result from  the normal, accustomed, chemical and 
organic mechanisms. Figure.15 shows our returned FAES 
results for some random collected photos. For each image the 
estimated group age is: [0-9] year for Baldwin and Joker, 
[30-39] year for the first coin and [0-9] year for the second 
coin, [50-59] year for Pharaon statue, [0-9] year for Cleopatra 
statue,[20-29]year for Oranus statue and statue of liberty, 
[40-49] year for the first stump and [10-19] for the second 
stump, [60-69] year for the first human head skull and [10-19] 
for the second human head skull ,[40-49]year for tow face 
images in the banknote and [0-9] year for the baby doll. 
 

     

     
Figure 14: Results of our FAES applied to some author collected 

photos. (They are all slected from internet) 

 

6.CONCLUSION  
 
This paper gives a new geometrical fuzzy approach for facial 
age group estimation and classification. Our methods are 
based on Levenshtein Distance and Referential Face Ratios 
generated by using some useful averages. First step will be 
regrouping of FG-NET database images in a many small 
Datasubsets of age groups based on their year decade. Facial 
images pass though Viola -Jones facial detection algorithm.  
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We extract sixteen features based on the distance between 
different portions of the perfect face. For each age group 
decades, we generate four referential faces suitable to four 
classical averages: Arithmetic mean, harmonic mean, 
contra-harmonic mean and quadratic mean. As a result of our 
facial estimation and classification age group system, the 
minimum Levenshtein distance value between the input face 
image request and the referential faces indexes the output 
probe kind of age. To study these ideas and improve our 
classification result, we tested our proposed methods on 
FG-NET and CUFS datasets. and the results is very 
satisfactory. Our approach Can be useful in the process of 
identification and retrieval  of the criminal and as a future 
work, we plan to extend this research: we attempt to tune the 
same model for exact age estimation, we will add a 
complementary step such as rotated face images detection and 
integrate a comparison with face aging models. 
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