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ABSTRACT 
 
In this paper, a Partial Discharge (PD) based cable fault 
recognition system has been constructed using Artificial 
Neural Network (ANN), Support Vector Machine (SVM) and 
Adaptive Neuro Fuzzy Inference System (ANFIS). The cable 
fault recognition system can perform well under noise free 
condition but endures performance deterioration when PD 
noise contamination is present. Particle Swarm Optimization 
(PSO) was used to enhance the performance of classifiers 
under noise contamination. A performance review has been 
done to compare the optimized and unoptimized cable fault 
recognition under noise contamination. Results show that 
PSO optimized cable fault recognition systems perform better 
compared to unoptimized cable fault recognition systems. 
Among the optimized cable fault recognition systems, ANN 
outperforms SVM and ANFIS. 
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1. INTRODUCTION 
 
The manifestation of PD in electrical equipment had been 
discovered as early as the start of 1990s [1]. PD is 
characterized as the discharge that does not entirelylink the 
areaamong the electrodes [2]-[3]. PD is intricately correlated 
to the breakdown of electrical insulation and is known to be 
the early hint of developing faults. Consequently, by 
observing PD activity to detect looming insulation failure, 
maintenance activity can be executed before catastrophic 
failure occurs [4]. Since PD is correlated to the defect type, a 
fault classification system can be developed by using machine 
learning techniques.  Copious amount of research has been 
done on PD classification of numerous common power 
system equipment such as power transformer, power cable, 
substation and gas insulated switchgear [5]-[7]. When 
performed at a noise free environment, PD classification 
systems can achieve near perfect accuracy. However, actual 
PD classification in real-world situation is frequently 

 
 

hampered by noise contamination. Noise contamination is 
defined as PD that does not come from the test subject [8]. 
When clean PD data is covered with noise, the PD 
classification accuracy will decrease significantly.  
PSO is a type of evolutionary computation methodsemployed 
for global optimization. PSO is motivated by the social 
behavior of the bird flocking. Due to its implementation 
simplicity, PSO is widely used to solve real-world problems 
[9]. PSO was used in [10] for localizing PD source using 
ultrasonic measurement in power transformer, PSO can 
converge quicker, perform calculations efficiently and 
avoidgetting trapped at the local optima when compare to 
Least-Square algorithm. A hybrid algorithm which combines 
PSO with neural network was proposed in [11] to identify PD 
acoustic signals, a variant of PSO known as Evolutionary PSO 
was used to determine the relevant parameter of the radial 
basis function network. Another study in [12] shows that PSO 
outperforms other traditional algorithms for PD localization in 
power transformer as it is able to avoid divergent problems.   
In this work, three machine learning methods, Artificial 
Neural Network (ANN), Support Vector Machine (SVM) and 
Adaptive Neuro Fuzzy Inference System (ANFIS) were used 
as cable fault classification system by classifying PD patterns. 
Naturally, all three classifiers will suffer performance 
degradation with the presence of the noise. Analtered version 
of Particle Swarm Optimization (PSO) known as 
Chaotic-Inertia Weight PSO with Time-varying Acceleration 
Coefficient (CIW-PSO-TVAC) was used to improve the 
parameters of the classifiers to enhance its capabilities under 
noise contamination. 
 
2. PD DATA ACQUISITION 
 
Five single core cable jointsof 11kV with artificial defects 
based on commonly observed defects in the field were made 
to generate five unique PD sources [13]. The defect type is 
tabulated in Table 1. The overallamount of 500 PD data was 
measured in this research where each defect contains 100 PD 
data and each PD data is of 1-minute duration 
The PD data is characterized in Phase-Resolved Partial 
Discharge (PRPD) pattern which has 3 dimensions, phase 
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(ph), charge (Q), and intensity (n). From the PRPD, two 
separate graphs can be derived which are the phase-charge 
graph (ph-Q) and phase-intensity (ph-n) graph. The graphs 
can be additionally split into positive half and negative 
halfcycles (+ve-ph-Q, -ve-ph-Q, +ve-ph-n, -ve-ph-n). 
Statistical features for example mean, standard deviation, 
skewness and kurtosis were calculated based on the PRPD 
graphs. Hence, a total of 16 input features as shown in Table 2 
were extracted from the PRPD data to train the machine 
learning models. 

 
Table 1: Common cable joint defect 

No. Type of Defect 
1 Insulation Incision 
2 Air Gap at Semiconductor Layer 
3 Semiconductor Layer Edge 
4 Axial Directional Shift 
5 Metal Particle on XLPE 

 
Table 2: Extracted Input Features 

No. Input feature No. Input feature 
1 Mean (+ve-ph-Q) 9 Mean (+ve-ph-n) 
2 Mean (-ve-ph-Q) 10 Mean (-ve-ph-n) 
3 Stdev (+ve-ph-Q) 11 Stdev (+ve-ph-n) 
4 Stdev (-ve-ph-Q) 12 Stdev (-ve-ph-n) 
5 Skewness (+ve-ph-Q) 13 Skewness (+ve-ph-n) 
6 Skewness (-ve-ph-Q) 14 Skewness (-ve-ph-n) 
7 Kurtosis (+ve-ph-Q) 15 Kurtosis (+ve-ph-n) 
8 Kurtosis (-ve-ph-Q) 16 Kurtosis (-ve-ph-n) 

 
3.  UNOPTIMIZED CABLE FAULT RECOGNITION SYSTEM 
 
Three types of machine learning were used as benchmark to 
observe the advantages gain by using the proposed 
optimization algorithm. Artificial neural network, support 
vector machine and adaptive neuro fuzzy inference system 
were used to classify PD patterns. 
 
3.1 Artificial Neural Network (ANN) 
A typical neural network was built usingMatlab utilizing the 
“patternnet” operation which is made up of 3 types of layers, 
the input layers, the hidden layers and the output layers. For 
this application, there are 16 neurons in the input layer, 10 
neurons in the hidden layer and 5 neurons in the output layer. 
The ANN was trained using the back-propagation training 
algorithm. The ANN structure is depicted in Figure 1. 
 

 
Figure 1: ANN structure 

3.2Support Vector Machine (SVM) 
SVM is a type machine learning algorithm that is able to deal 
with the problems of complicated pattern recognition 
challenges. The earliest SVM algorithm is only capableof 
classify inputs into two category as it utilizes the hyperplane 
to divide the input data into two groups [14]. Therefore, a 
multi-level SVM [15] was used in this paper to recognize 5 
types of PD defects. In Matlab, “svmclassify”was used to 
recognize the PD patterns after training using “svmtrain”. 
Multilevel SVM was achieve by implementing SVM 
repeatedly. In the initial SVM classification, the entire inputs 
were categorized into Class 1 and not Class 1, the balance not 
Class 1 input were sent to the subsequent SVM to be grouped 
into Class 2 and not Class 2. The entire process was reiterated 
until just two classes are left over. The flow of this procedure 
is illustrated in Figure 2 
 

 
Figure 2: Multilevel SVM process 

 
3.3Adaptive Neuro Fuzzy Inference System (ANFIS) 
ANFIS merge the philosophy of fuzzy inference system and 
artificial neural network to ascertain the bestsettingsof the PD 
classifiers. ANFIS possesses the ability to understand the 
relevant settings and adjusts the membership functions, 
therefore no precedingunderstanding of rule outcome and 
settings are needed to solve the question. It is not necessary to 
manually tune and set the settings of fuzzy system since the 
neural network will perform the selection automatically [16]. 
The “genfis2” command in Matlab was used to create a fuzzy 
inference system of Sugeno type that has subtractive 
clustering. The classifier was trained using the extracted input 
data to tune the fuzzy system’s settings. 

4. MODIFIED PARTICLE SWARM OPTIMIZATION 
(PSO) 
Since the original PSO has a tendency to get trap at the local 
minima instead of convergingat the global best solution [17], 
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analtered version of PSO known as CIW-PSO-TVAC was 
used in this work. Unlike the conventional PSO where the 
acceleration coefficients c1, c2 and inertia weight, w described 
in the particle velocity remain constant for all iterations as 
shown in (1) and (2), the variables of the modified version will 
changecorrelating to the iteration numbers. 

 
ݐ)ݒ + 1) = (ݐ)ݒݓ	 + ଵܿଵݎ ቀ(ݐ)−  ቁ(ݐ)ݔ

ଶܿଶݎ	+ ቀ݃(ݐ)−	ݔ(ݐ)ቁ     (1) 

ݐ)ݔ + 1) = (ݐ)ݔ + ݐ)ݒ + 1)    (2) 
 
For TVAC parameters, the maximum and minimum value 
range are adjusted to 2.5 and 0.5 correspondingly, and these 
values are considered as one of the most suitablerange of 
values for the optimization procedure as recommended by 
[18]. The TVAC parameters known as cognitive component 
c1 and social coefficient, c2 are calculated based on (3) and (4). 
 

ܿଵ =
൫భିభ൯∗ூ

ெ௫ூ௧
+ ܿଵ       (3) 

 

ܿଶ =
൫మିమ൯∗ூ

ெ௫ூ௧
+ ܿଶ       (4) 

 
c1i and c1f are the start value and end value for the cognitive 
component respectively whereasc2i and c2f are start value and 
end value for the social component respectively. ltand 
Maxltsignify the present iteration and highest iteration 
number of the PSO respectively. The rate of c1 will decline 
from 2.5 down to 0.5 in order to permit the particles to travel 
the search space while avoiding it from converging too 
quickly toward the global best while the value of c2will rise 
from 0.5 up to 2.5 which increases the global search capability 
to guarantee that the result converges towards the global best 
while the amount of iteration increases. The nature of the 
acceleration coefficients is depicted in Figure 3. 
 

 
Figure 3: Acceleration Coefficients vs Iterations Numbers 

 
The CIW is established on the linearlydecreasing inertia 
weight concept which combines with the chaotic movement to 
enhance the capability. Chaotic optimization has improved 
qualities in mountainclimbing and avoids the result from 
getting stuckat the local-minima [19]. 
 
 

To implement the notion of chaotic inertia weight, 
anarbitraryvaluezis first chosen in the range of(0,1). Secondly, 
Logistic mapping, a type of the chaotic mapping methods had 
been selected in this paper using (5), 
 

ݖ = 4 ∗ ݖ ∗ (1−  (5)        (ݖ
 
After thezvalue had been calculated, it is applied into 
linearlydecreasing inertia weight equation as shown in 6 
where w1 and w2 representing the starting weight as well as 
theending weight value. 
 

ݓ = ଵݓ) (ଶݓ− ∗ ெ௫ூ௧ି௧
ெ௫ூ௧

+ ଶݓ) ∗  (6)     (ݖ
 
By utilizingthis sequence of measures, the inertia weight will 
contain chaotic characteristic while retaining its fluctuating 
trend. Figure 4 illustrates the linearlydecreasing inertia weight 
along with chaotic characteristic correlating to the increase in 
iterations. 
 

 
Figure4: LinearlydecreasingInertia Weight along with Chaotic 

Characteristic 
 
After the calculated value was applied in the conventional 
PSO to substitute the constant inertia weight value, 
CIW-PSO-TVAC can then be implemented to improve the 
classifier. CIW-PSO-TVAC was employed to look for the 
initial weight connection of the ANN structure, then further 
training with local TRAINLM function, this methodology 
combine and utilize the ability of global search of PSO and 
local search of TRAINLM function in Matlab. For SVM, the 
CIW-PSO-TVAC was used to obtain the best pair of value for 
parameters of C and the Radial Basis Function sigma value for 
RBF kernel. For ANFIS, the number of the radii was 
improved by CIW-PSO-TVAC which consist of 17 values for 
17 dimensions (1 output and 16 input feature) that indicate the 
center of cluster range of impact for every output and input 
data. 
 
5.  RESULTS AND ANALYSIS 
 
The performance of the cable fault classification system was 
tested under both noise free and noise contaminated situation 
which includes noise with rising pulse count as well as noise 
with rising charge magnitude. Noise with rising pulse count 
contains noisy signal lengths which ranges from 10 seconds 
up to 60 seconds with a 10 seconds step size. For the noise 
with rising pulse count, the noisy signal has an average charge 
magnitude ranging from 50 pC to 250 pC with a step size of 
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50 pC each. The source of the noise signal was obtained from 
ground interference [20]. The PD classifiers ANN, SVM and 
ANFIS were be trained using noise free data and being 
benchmark by noise contaminated data to simulate real world 
performance. 
 
5.1 Noise Free Condition 
The performance of the cable fault classification system using 
all three machine learning algorithms is shown in Table 3. 
Under noise free condition, all three classifiers perform well 
with accuracy above 87.4%. After being optimized by 
CIW-PSO-TVAC, ANN nearly achieves 100% accuracy 
under noise free condition. SVM and ANFIS also performed 
better with around 4% improvement after being optimized by 
CIW-PSO-TVAC. 
 

Table 3: PD Classification Performance of Unoptimized vs 
Optimized Classifiers under Noise-Free Condition 

 

Classifiers 
Unoptimized Total 

Accuracy (%) 
Optimized Total 

Accuracy (%) 

ANN 95.8 99.4 
SVM 90.6 94.8 

ANFIS 87.4 91.0 
 
5.2Noise with RisingPulse Count 
The effect of noise with rising pulse count on the 
classification accuracy is shown in Table 4. All 3 classifiers 
suffer a reduction in classification accuracy as the noise 
duration increases. However, after being optimized by 
CIW-PSO-TVAC, all 3 classifiers are able to retain a higher 
classification accuracy at all noise duration levels. At the 
maximum noise duration of 60 seconds, the classification 
accuracy of ANN increased from 82.4% to 90.4% while SVM 
increased from 69% to 80%. The optimized ANFIS has better 
accuracy at every noise level except the maximum 60 seconds 
duration where it remains the same. Figure 5 to 7 shows the 
positive effect of using CIW-PSO-TVAC optimization for all 
three classifiers under noise with rising pulse count. 
 

Table 4: PD Classification Performance of Unoptimized and 
Optimized Classifiers under Noise with rising Pulse Count 

Classif
iers 

Noise 
Durati
on (s) 

Unoptimized 
Total 

Accuracy (%) 

Optimized 
Total 

Accuracy (%) 

ANN 

0 95.8 99.4 
10 94.8 99.4 
20 93.2 99.2 
30 87.8 96.6 
40 86.4 93.2 
50 84.4 91.0 
60 82.4 90.4 

SVM 
0 90.6 94.8 
10 87.0 93.8 
20 83.0 90.6 

30 77.2 88.0 
40 71.2 83.8 
50 68.4 80.6 
60 69.0 80.0 

ANFIS 

0 87.4 91.0 
10 86.6 89.4 
20 84.2 88.0 
30 81.0 85.4 
40 79.2 81.4 
50 74.6 79.6 
60 73.6 73.6 

 

 
Figure 5: Effects of Rising Noise Duration on Unoptimized and 

Optimized ANN 

 
Figure 6: Effects of Rising Noise Duration on Unoptimized and 

Optimized SVM 

 
Figure 7: Effects of Rising Noise Duration on Unoptimized and 

Optimized ANFIS 
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5.3Noise with Rising Charge Magnitude 
The effect of noise with rising charge magnitude on the 
classification accuracy is shown in Table 5. All 3 classifiers 
suffer a reduction in classification accuracy as the charge 
magnitude. The performance reduction due to noise with 
risingcharge magnitude is more severe compared to noise 
with risingpulse count. After being improved by 
CIW-PSO-TVAC, the classifiers were able to perform better 
than the unoptimized counterpart, but at a smaller margin. The 
improved ANN perform better when compare to unoptimized 
ANN under noise with risingcharge magnitude apart from 
under maximum noise level 250 pC where it performed 
marginallyworst. Improved ANFIS performed better 
compared to unoptimized ANFIS at all charge magnitude 
levels with a 13% improvement at the maximum noise level. 
However, the overall classification accuracy is the weakest 
among the classifiers. For SVM, the optimized version 
performed worst after the noise level exceeds 200pC. Figure 
8-10 shows the positive effect of using CIW-PSO-TVAC 
optimization for all three classifiers under noise with 
risingpulse count. 
 

Table 5: PD Classification Performance of Unoptimized and 
Optimized Classifiers under Noise with Rising Charge Magnitude 

Classifiers 
Charge 

Magnitude 
(pC) 

Unoptimized 
Total 

Accuracy (%) 

Optimized 
Total 

Accuracy 
(%) 

ANN 

0 95.8 99.4 
50 94.4 99.2 
100 94 98 
150 91.2 96.2 
200 85 88.2 
250 81.8 81.4 

SVM 

0 90.6 94.8 
50 88.2 94 
100 86.4 90.4 
150 80.4 82.4 
200 73.4 67.4 
250 68.4 54.8 

ANFIS 

0 87.4 91 
50 85.6 89.8 
100 80.2 83.8 
150 68.6 73.2 
200 59.4 65.6 
250 50.6 63.6 

 

 
Figure 8: Effects of Rising Noise Amplitude on Unoptimized and 

Optimized ANN 
 

 
Figure 9: Effects of Rising Noise Amplitude on Unoptimized and 

Optimized SVM 

 
Figure 9: Effects of Rising Noise Amplitude on Unoptimized and 

Optimized ANFIS 
 

5. CONCLUSION 
In conclusion, the optimization of PD based cable fault 
classification system by utilizing CIW-PSO-TVAC was 
successfully performed. The classifiers tested include ANN, 
SVM and ANFIS were tested under noise free condition and 
two types of noise conditions which are noise with 
risingcharge magnitudeand noise with risingpulse count. With 
the CIW-PSO-TVAC optimization, all three classifiers are 
able to achieve higher tolerance to noise with risingpulse 
count. The effect of noise with risingcharge magnitude is 
more severe such that even with CIW-PSO-TVAC 
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optimization, the noise tolerance improvement is marginal at 
the highest noise level. Overall, ANN is the best performer 
and most suited to be used as a cable fault classification 
system due to its higher noise tolerance level.  
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