
Shafaf Ibrahim  et al., International Journal of Emerging Trends in Engineering Research, 8(1.1), 2020,  108 - 112 

108 
 

 

 
ABSTRACT 
 
Banknotes recognition is one type of intelligent system that is 
essential in today's modern world. Yet, it remains as a 
challenging task as the banknote may suffer from defects and 
the images are distorted during acquisition, resulting the need 
for a robust recognition system to mitigate these 
shortcomings. Additionally, more than 200 different 
currencies are being used in different countries around the 
world which might lead to confusion in differentiating these 
banknotes visually. Thus, this paper proposed a study of 
intelligent banknotes recognition based on Support Vector 
Machine (SVM). The main goal of this study is to extract the 
features of the different types of banknotes for efficient 
recognition. The color features were extracted using 
Histogram Equalization (HE) which are Red, Green and Blue 
(RGB) valuesin analysing the characteristics of five types of 
banknotes which are 100 Singapore Dollar, 100 Malaysia 
Ringgit, 100 Nepal Rupee, 100 Bangladesh Taka, and 100 
China Yuan. The performance of the proposed study is 
evaluated to 150 testing images which produced97.33% of 
overall mean recognition accuracy. It is believed that the 
study outcome could assist the financial institution 
particularly to recognize various types of banknotes 
conveniently and efficiently. 
 
Key words: Banknotes, recognition, Histogram Equalization 
(HE), Support Vector Machine (SVM), image processing. 
 
1. INTRODUCTION 
 
A banknote is often referred to as a bill, paper money or just a 
note that is a kind of negotiable promissory note issued by a 
bank and payable to the bearer upon request. It can be used as 
medium of exchange of goods and services. The commercial 
banknotes were traded on the market served by the issuing 
bank only at face value [1]. A study in [2] claimed that 
monetary transaction is an integral part of our day to day 
activities. Societies ' strength in trading with other societies is 
highly dependent on the value that their currency holds.  
 

 
 

Banknotes recognition is one type of intelligent system that is 
very important in today's modern world [3]. It is an image 
processing technology that is used to identify banknotes of 
various countries. Recognition of banknotes is an important 
pattern recognition area. Yet, it remains as a challenging task 
as the banknote may suffer from defects and the images are 
distorted during acquisition [4], resulting the need for a robust 
recognition system to mitigate these shortcomings. 
 
There are a lot of banknotes throughout the world, in which 
each looks completely different. The size of the paper, for 
example, differs from the colour and pattern [5]. More than 
200 different currencies are being used in different countries 
around the world which might lead to confusion in 
differentiating these banknotes visually. Besides, the manual 
banknotes recognition requires people to use their naked eyes 
to detect and recognize the different types of denomination of 
banknotes which may requires a lot of time [6]. The 
employees who work for financial institution need to 
distinguish the different banknotes types and this is not an 
easy task[7]. It is obligatory for them to remember each 
symbol of the banknotes which sometimes may lead to 
incorrect recognition [8],which induced the need of an 
efficient and accurate system to assist them [9]. 
 
Digital image processing is a method for performing certain 
image operations to enhance or to extract the essential 
information from it [10]. It is a form of signal processing in 
which input is an image and output may be image or 
image-related features. Image processing is used to 
pre-process and convert the image into a form suitable for 
further analysis [11]. It is increasingly used in many 
industries such as food processing, medical science, particle 
technology, engineering, and many more [10]. 
 
In another note, Support Vector Machine (SVM) is a 
supervised machine learning approach which is widely 
recognized for the small sample database as a statistical 
learning apotheosis [12]. The SVM has demonstrated its 
excellent ability to learn and generalize and has worked 
extensively in many areas. Support vectors are the vectors 
that define the hyperplane. It finds the hyperplane that 
maximizes the margin between the two classes can perform 
classification.  
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Thus, based on the problems discussed, a study of banknotes 
image recognition based on SVM is proposed. The 
implementation of the proposed banknotes structure and 
features is believed to produce more proficient way to 
enhance the accuracy system for banknotes recognition in the 
future. 
 
The organization of the rest of this paper is as follows: 
Section 2 presents our research method, including the 
description of banknotes images, as well as the proposed 
feature extraction and banknotes recognition techniques. Our 
results and discussions are presented in Section 3. Lastly, we 
present our findings in Section 4. 
 
2. RESEARCH METHODS 
 
This study aims to recognize the banknotes images based on 
SVM. Figure 1 depicts the flowchart of this research.  

 

 
Figure 1:Flowchart of proposed research 

 
The proposed flowchart of intelligent banknotes recognition 
begins with the input image of banknote. The image will then 
go through the image enhancement. Next, the processing 
consists of two sub-processes which are feature extraction and 
banknotes recognition. The feature extraction is used to 

extract the color feature properties of the banknote in the input 
image. Whereas, the recognition is used to recognize the type 
of banknote that the image belongs to. After the image is 
recognized, the system will produce the final result which is 
the banknote recognition before the recognition performance 
is evaluated. 

2.1 Banknote Images 
The banknote images were collected from the Kaggle dataset 
on the internet as recommended by [13]. The data types for the 
images are Portable Network Graphic (.PNG) or Joint 
Photographic Experts Group (.JPEG). A total of 150 banknote 
images in which 30 images for each banknote were collected. 
This study is only focusing on five types of country banknotes 
which are 100 Singapore Dollar, 100 Malaysia Ringgit, 100 
Nepal Rupee, 100 Bangladesh Taka and 100 China Yuan. 
Table 1 tabulates the sample of banknote images used in this 
study. 
 

Table 1:Samples of Banknote Images 
Type Banknote Images 

100 Singapore 
Dollar 

 

100 Malaysia 
Ringgit 

 

100 Nepal 
Rupee 

 

100 
Bangladesh 

Taka 
 

100 China 
Yuan 

 
 

2.2 Image Enhancement 
Image enhancement is a process for removing undesirable 
distortion due to unwanted noise, excessive intensity 
saturation and blurring effect due to degradation of contrast 
[14]. It produces better and better image quality [15]. The 
Histogram Equalization (HE) technique is implemented to 
reduce the noise and make it sharpen [16]. This is a point 
method that redistributes the intensity distributions of the 
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banknote images in obtaining a uniform histogram for the 
banknotes image. It has been conducted in three steps which 
are histogram computation, normalized sum of histogram 
calculation, and input image to an output image 
transformation. Figure 2 depicts the image of banknotes 
image before and after the HE enhancement process. 

 
Figure 2:Banknotes before and after HE image enhancement 

 

2.3 Feature Extraction 
After the image has been enhanced, the next phase is feature 
extraction. The feature extraction is a vital element in image 
processing to extract the features by retaining as much 
information as possible from a large set of data [17]. Colour is 
one of the most important features of images that have been 
defined by a specific colour space or model. Colour Histogram 
is a widely used technique for an image retrieval feature [18]. It 
is very popular as it is trivial to calculate. Additionally, the small 
camera viewpoint changes do not affect the histogram [16]. In 
this study, the Colour Histogram is employed to extract the 
numbers of colour spaces which are Red, Green, and Blue 
(RGB). The RGB values are then be stored in the Region of 
Interest (ROI) table.  
 
Table 2 tabulates the summary of ROI table which includes 
the range of the minimum and maximum value of RGB values 
obtained from the banknotes feature extraction. The ROI 
table is acted as a feeder in the SVM recognition 
subsequently. 

 
Table 3:Summary of ROI Table 

Banknote Color 
Features Range value 

100 
Singapore 

Dollar 

Red 157.08 - 239.3 
Green 163.26 - 224.63 
Blue 130.78 - 199.49 

100 
Malaysia 
Ringgit 

Red 154.34 – 211.45 
Green 133.92 – 199.18 
Blue 155.41 – 222 

100 Nepal 
Rupee 

Red 149.96 - 197.9 
Green 155.2 – 202.97 
Blue 145.22 – 189.85 

100 
Bangladesh 

Taka 

Red 102.94 – 170.82 
Green 148.37 – 197.37 
Blue 157.15 – 215.52 

100 China 
Yuan 

Red 175.77 – 240.92 
Green 131.35 – 200.54 
Blue 125.9 – 201.62 

 

2.4 Banknotes Recognition 
Recognition is a fundamental task to recognize or classify an 
image to their category [19]. The SVM is typically capable of 
delivering higher performance in terms of recognition 
accuracy as compared to the other recognition algorithms 
[20]. It classifies between two groups by constructing a 
hyperplane in a high-dimensional space that can be used for 
recognition. The banknotes recognition is conducted based on 
the technique of SVM. It works by mapping data into a 
high-dimensional feature space such that data points can be 
classified, even if the data could not be separated linearly. The 
hyperplane can be described in Eq. (1). 

 

݅ݔ.ݓ + ܾ = 0                 (1) 
 
where:  
w = normal a vector of the hyperplane 
b = position of the relative area to the coordinate center 

 
However, the dispersion of data that tends differently remains 
as a barrier in the recognition process, so linear separation will 
be difficult. Thus, SVM introduces the kernel function shows 
in Eq. (2) which converts the original data space into a new, 
higher dimensional space. 
 
௡ݔ)ܭ   ௜)               (2)ݔ,
 
In this study, the kernel used is Radial Basis Function (RBF). 
In some input space, the RBF kernel on two samples x and x' 
is defined as feature vectors as defined Eq. (3). 
 

,ݔ)ܭ (ᇱݔ = ݌ݔ݁ ‖௫ି௫ᇱ‖మ

ଶఙమ
             (3) 

 
where: 
ݔ‖ − 2‖′ݔ  = squared Euclidean distance between the two 
feature vector 
  free parameter = ߪ

 

2.5. Performance Evaluation 
 The performance of the banknote recognition is evaluated 
using a truth table. It is carried out by comparing the banknote 
recognition result with the actual type of banknote. Based on 
the truth table obtained, the recognition accuracy for each type 
of banknote is calculated using Eq. (4): 

 

ݕܿܽݎݑܿܿܣ	݂݋	% = ே௢.௢௙	்ோ௎ா	௥௘௖௢௚௡௜௧௜௢௡	௥௘௦௨௟௧
்௢௧௔௟	௡௢.௢௙	௧௘௦௧௜௡௚	௜௠௔௚௘௦

 (4)  %100	ݔ	
 

 
3.  RESULTS AND DISCUSSIONS 
 
Thirty testing images are tested for each type of banknote. 
The performance of the SVM banknote recognition accuracy 
result is demonstrated in Table 4. 
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Table 4:SVM Banknote Recognition Accuracy Result 

Banknote 
No. of 

Testing 
Image 

No. of 
TRUE 

recognition 
% of 

Accuracy 

100 
Singapore 

Dollar 
30 30 100 

100 
Malaysia 
Ringgit 

30 30 100 

100 Nepal 
Rupee 30 28 93.33 

100 
Bangladesh 

Taka 
30 29 96.67 

100 China 
Yuan 30 29 96.67 

 MEAN  97.33 

 
Based on the Table 4, both 100 Malaysia Ringgit and 100 
Singapore Dollar are monitored to produce excellent 
recognition accuracy at 100%. It is followed by the 100 
Bangladesh Taka and 100 China Yuan which also produced 
similar recognition accuracy at 96.67%. The 100 Nepal 
Rupee is observed to return the lowest recognition accuracy at 
93.33%. It might be caused by the misrecognition in which 
the 100 Rupee Nepal is recognized as 100 Singapore Dollar, 
and 100 Taka Bangladesh has been misrecognized as 100 
Rupee Nepal. There are also some cases where the 100 China 
Yuan is misrecognized as 100 Singapore Dollar. These 
occurred due to the slightly similar range values of extracted 
color features among each banknote. As a conclusion, the 
SVM based banknotes recognition is found to be effective as 
the accuracy for all banknotes obtained are all above 90%. 
The overall mean percentage of accuracy is observed to 
produce an almost excellent percentage of accuracy which is 
97.33%.  

5. CONCLUSION 

This paper presents a study on banknotes recognition based on 
SVM. The color features of each banknote were extracted 
using the Colour Histogram in analyzing the color 
characteristics of the banknotes. On the different note, the 
SVM is used for the recognition of five types of banknotes 
which are 100 Singapore Dollar, 100 Malaysia Ringgit, 100 
Nepal Rupee, 100 Bangladesh Taka, and 100 China Yuan. 
The application has been successful on a variety of test 
images. The performance of the banknotes recognition is 
evaluated using a truth table. The performance of the SVM 
recognition is tested to forty testing banknote images. The 
overall mean accuracy percentage demonstrated a very sharp 
accuracy at 97.33%. It can be concluded that the proposed 

banknotes recognition based on SVM is found to be 
successful. However, it is recommended that more testing 
images and additional type of banknote images could be 
consider in the future. 
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