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 
ABSTRACT 
The human Brain generates the Electroencephalogram (EEG) 
signals, which contains physiological information. This EEG 
oriented the human brain activities, making it utilized for 
epileptic seizure identification and diagnosis. The present 
epilepsy visual techniques take a large amount of time for 
inspection of EEG data. The human proficient is identified 
epilepsy, but slow diagnosis happens. Therefore patient may 
often inconsistence stage; it sometimes causes deaths. In this 
investigation, an advanced early-stage epileptic seizure 
identification and classification framework has developed. 
Which includes two steps, at first step EEG signal has 
preprocessed with ResNet deep learning mechanism. This 
technique calculated the abnormal signal identification at alpha, 
beta, gamma and delta waveforms. These observations find out 
the patient early-stage epileptic seizure detection. The ResNet 
learning model trains the suspicious raises in the EEG signal, 
but clear classification required. Thus moving to the second 
stage, in this backpropagation (BP) auto stack encoder is 
classifying epilepsy efficiently. The dataset is a real-time 
clinical EEG database collected from practical and meaningful 
epilepsy patients. For testing and training, CHB-MIT datasets 
are selected for the proposed framework, and proposed ResNet 
and BP achieved a classification accuracy of 99.83% and 
throughput 99.72%. 
 
Key words : EEG, ResNet, BP auto stack, Epileptic seizure, 
accuracy. 
 
1. INTRODUCTION 
The EEG signal can help the detection of epilepsy using a 
brain-computer interface and communication system based on 
brain activities. The EEG signal is a key factor to identify the 
features of abnormal conditions. The epilepsy EEG signal 
components consist of noise, using various segmentation and 
filtering methods remove the original information. The 
principal component analysis (PCA) is a dimension reduction 
process for extracting the signals without losing the data. PCA 
can enhance the artefacts in the extracted signal and provides 
better performance when we move to decompose the EEG 

 
 

signal [1]. The epileptic seizure supportive information 
evidence the diagnosis process and to help the seizure 
classification. The patterns in the EEG has detected the 
neuroimages and laboratory images based on machines such 
data can quickly identify the epilepsy detection efficiently. The 
real-time clinical data trains can give the diagnosis phase with 
less accurate.  
The previous classifications automatically identify epilepsy, but 
the prior stage of detection is not available [2]. The human brain 
mapping is related to EEG data; it reflects the connectivity of 
Alzheimer's and seizure patients. When the level of EEG 
interval synchronizes with an experimental dataset, then 
automatically seizure spikes signals are identified. This 
shootout successfully determines the prior stage of epileptic 
seizure [3]. Functional connectivity and signal space 
normalization on gamma waveform give the patient information 
experimentally. Along with gamma signal theta, alpha and 
lambda waveform analysis provides the full scale high 
dimensional seizures efficiently [4]. The phase transfer entropy 
with oscillation measures the direct connectivity of EEG 
seizures; the noise samples have extracted by time-series 
filtering across un-validated EEG seizures. The transfer entropy 
is a well suited estimated model for epileptic seizure prior stage 
of diagnosis [5].  

 
 
 

Figure 1: Example model of EEG generation. 
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Figure 1 demonstrates that the general model of EEG samples 
collected from human interaction; this work comes under 
neuroscience and signal extraction studies. Around the world, 
the EEG classification framework allows for easy access and 
diagnosis of epileptic patients. The machine learning and 
feature extraction give the fundamental elements of epileptics 
diagnosis. The feature extraction, selection, data processing and 
classification is a process to estimate the seizures of patients.  
The horizontal visibility graph model estimates the time series 
between robust EEG intervals. The periodicity of the input 
signal has been preprocessed with differential wavelet 
transforms and apply the phase-based transfer entropy at 
8.0-13.0Hz alpha band. This study gives the direct classification 
of extensive brain network and its epileptic information. The 
anterior and posterior information with phase entropy compared 
with experimental pattern dataset, thus generate the abnormal 
EEG signal conditions [7]. The study of non-epileptic seizures 
and psychogenic decomposition signal extraction process, 
pre-estimate the EEG signal features. In the next phase, 
SVM-RBF linear models classify the epileptic seizures with 
reported results. This highly organized metrics maximize the 
classification performance; the frequency spectrum can quickly 
identify the epileptic seizures by applying the SVM-RBF 
technique [8].  
The main objective of epileptic seizure prediction is a 
neurological disorder identification of  epileptic patients. This 
work analyzes the ictal rules on 460hrs patients data, for 42hrs 
application of SVM get sensitivity is 91.83% to 96.63%. With 
this false prediction, the rate is around 0.08hrs has been 
identified. The presented ictal-SVM algorithm attains better 
performance and robust [9].  
 
1.1 Biomedical EEG information: 
EEG data can generate the electrical activity of the Brain. The 
recorded signals reflect the operation of the human Brain and 
the electrical property of humans. The signal intensity of the 
EEG signal is in microvolts; this waveform contains many 
frequencies, i.e. Delta, Theta, Alpha and Beta.  
 

 
 

Figure 2: Estimation of EEG signal. 
 

The variable frequencies are presented in the above figure 2, it 
refers to the activity of 1) Rhythmic 2) Arrhythmic and 3) 
Dysrhythmic components. The first one approximately constant 
in frequency, the second one is no stability of frequency is 
presented, and the third is related to patient groups are healthy 
subjects.  
 
Delta: 
It is a frequency of ≤3Hz; it is the highest amplitude signal 
focuses on the metabolic conditions of patients.  

Theta: 
This signal has 3.5 to 7.5Hz's, and it classifies the patients 
"slow" activity, up to 13 years this signal is normal in nature. 
But, abnormal in awake of adults. 
 
Alpha: 
It has a frequency of 7.5 to 13Hz; it appears when a patient 
closes the eyes and relaxation condition. When the patients open 
their eyes or alerting by anyone, then automatically this alpha 
signal disappears.  
 
Beta:  
It is a "fast" activity >14Hz, it usually reduced or absent when 
the patient was going to cortical damage. Also, it is an 
indication of anxious, alert and their eyes open. 
 
The above all discussion related to bio-medical signal 
acquisition and its applications for researchers [10]. The main 
aim of this work is the computational solutions for EEG data 
and an indication of 10minutes prior to the detection of seizures 
in patients. Hence it is necessary to implement a computer-aided 
design for the diagnosis of automatic abnormal activity 
detection of seizure patients. The non-linear abnormal patients 
and their activities are estimated by CAD design. The prediction 
of epileptic seizures diagnosis is an unstable model, and these 
are impacts of an uncontrolled, careless and unhealthy diet of 
patients. The Lyapunov exponent algorithms are capable of 
finding the fractional-order epileptic signals and their 
characteristics. This experiment consists of noisy signals; it 
creates the discontinuities in the reliable prediction of seizures 
[11].  
 
 

Refe- 
rence 
No 

Technique Key points 

[12] 
Probability 
density 
function 

 Based on gain decision 
identifies the falls alarm in the 
EEG signal. 
The sequence of filtering process 
predicts the seizures of the 
patient. 

[13] 
The common 
spatial pattern 
on CHB-MIT 

This experiment consists of a 
seizure prediction of 24 patients 
record from CHB-MIT database. 
With this attain 89% sensitivity, 
39% false prediction in the time 
of 69 minutes/ 120 minutes. 

[14] 

Phase locking 
value on 65 
clinical cases 
are analyzed 
with the 
imperial mode 
decomposition 
method. 

The phase-locking value 
technique achieves 99.8% noise 
exhausted signal.  
The classification rate achieved 
as 83.27% on alpha, beta, 
gamma and theta signals. 
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[15] 
Phase/Amplitu
de Lock values 
Mechanism  

The CHB-MIT EEG datasets 
extract the seizures for testing 
the diagnosis patient. 
The evaluation of this algorithm 
calculates the performance 
measures such as sensitivity and 
precision. 

[16] 

Sensor 
Medium 
access control 
based 
monitoring 
epilepsy 
patients  

The epileptic seizer's 
patients(EP) are facing many 
problems at diagnosis process. 
So, this work proposes a WSN 
based  EP application, and it has 
designed on the NS2 Simulation 
Tool. 

[17] 

The MEG and 
EEG signals 
have analyzed 
by Regional 
difference  
Ratios 
technique  

Depending upon the signal to 
noise ratio technique 
differentiate the seizers in the 
dataset. 
The frontal area and spike 
sensitivity can easily predict the 
epileptic seizers in the patient 
data. 

[18] 

Multidimensio
nal 
normalization 
and machine 
learning 
technique on 
EEG data 

In 740 hours of EEG data, 
predicts the seizure of patients.  
The prediction accuracy is 
around 74% had attained. 

[19] 
Relative 
power spectral 
features 

The relative combination of 
subband multichannel EEG 
signals is analyzed with a 
relative spectral algorithm. 
The sensitivity of around 76% 
percentage and false prediction 
rate by 0.1 per hour.  
It can possible by the application 
of machine learning techniques 
on reduced feature extracted 
seizures data. 

[20] 
 Common 
spatial pattern 
technique 

Mutual information-based 
individual feature extraction on 
EEG data. 
With this algorithm attains 
56.9% means for selecting 
MIB-IF dataset. 

 
Epileptic seizure patients always suffer from prior diagnosis and 
treatment. Continuous medication or surgical procedures can 
handle epileptic patients. More than 39% of the patients died 
because of unusual medications or treatment; these do not 
control the seizure activity [21]. The computational methods for 
epileptic seizures using machine learning techniques solve the 
major issues, i.e. time of anticipation and True positive rate. 
With this method, the True positive rate is 0.922 and time of 
anticipation is 32 minutes has achieved. This investigation 
selects the 22 patients data at CHB-MIT database. The 
CHB-MIT database consists of this type of samples, which are 

shown in above Figure. Using these samples, apply the machine 
learning mechanisms, to identifies the seizures in the EEG 
signals [22]. The detection of EEG signal disorders can help the 
patients at fast diagnosis. The deep learning techniques with 
convolutional neural networks are extracted the problem 
identification efficiently [23]. 
 

 
 

Figure 3: sample EEG signals. 
The above all literature survey shootout the problems of 
epileptic seizure patient diagnosis and their issues at the 
treatment stage. The continuous research on medical diagnosis 
can give better achievement compared to existed methods. 
Therefore we further investigate the prior stage of epileptic 
seizure diagnosis using deep learning mechanisms.  
 
2. METHODOLOGY 
The proposed methodology mainly classified into two phases;in 
the first phase, the backpropagation (BP) auto stack encoder 
(ASE) is working as pre-processor. Coming to second phase 
ResNet deep learning technique is used as a classifier. The 
combination of preprocessing and classification gives a better 
diagnosis for epileptic patients at a prior stage.  
 

 
 

 
Figure 4: Proposed BP-ASE-ResNet block diagram. 

 

BP-ASE 
 

ResNet classifier 
 

Prior diagnosis 

Start 

Stop 

Data 
set 
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As shown in figure 4, the block diagram of the proposed 
BP-ASE ResNet design for automatic diagnosis of epileptic 
patients. It is an unsupervised learning process and solves the 
critical seizure issues presented in the EEG signal. The ability of 
testing, training and classification process accurate the designed 
application. 
 
Dataset: 
In this investigation, various orientations of different age group 
EEG datasets are collected from CHB-MIT database.  
Available  link: https://physionet.org/content/chbmit/1.0.0/ 
This database collected the children, adults and old age people  
EEG signal recordings. In this records 23 major cases are 
collected, i.e. 5-males (age 3-22) and 17-females (age-2-19). 
Each case consists of the file name as CHB01, CHB02 
and….CHB0N, and also each internal file consists of 9-42 
continuous .edf files. These datasets are trained with real-time 
clinical available data.  
 

 
 

Figure 5: Proposed BP-ASE. 
 

BP-ASE: 
The Back propagation-based auto stack encoder system consists 
of "i" hidden layers can tune the structure of pre-processor. 
The input data samples are applied to autoencoder and getting 
outputs as learned vectors. This vectors applied to input as 
layered backpropagation network and extracted the features 
until the training process complete. After the training process, 
all hidden layer information has attained by the 
backpropagation algorithm. This process reduced the fitness 
function and updated the parameters to achieve excellent 
training. The figure 5 describes that BP-ASE functional 
diagram, which is working as pre-processor and features 
extractor. At the first step, apply the EEG signal samples for 
prediction of seizures. At this stage, FFT can handle the data 
acquisition from available signals. After the parameter 
attainment, we are applying the backpropagation mechanism, 
based on a weight balancing approach.  
The signal training set collected from the following composing 
set {ܺ௡}௡ୀଵே . 

ℎ௡ = ݂( ଵܹݔ௡ + ܾଵ) ---(1) 
ො௡ݔ = ݃( ଶܹℎ௡ + ܾଶ)---(2) 

(ߠ)∅ = ௔௥௚௠௜௡
ఏ,ఏభ

ଵ
௡
∑ ௜ݔ)ܮ , ො௜)௡ݔ
௜ୀଵ ---(3) 

Where hn = impulse function of BP auto stack encoder, ݔො௡ = 
input samples, ∅(ߠ) = entropy of particular instance. Here N= 
number of samples available, n = nth sample consist of Fourier 
coefficient. After the FFT process weights are assigned to the 
input layer. The un-label training set {Xi}i=1

M  is applied to 
hidden layers. When the classifier attains the entropy value, the 
next process applied to ResNet block, else backpropagation 
performed until features are extracted. This process 
differentiates the CHB01, CHB02….CHB0N, after this 
preprocessing EEG signals, are trained by ResNet learning 
mechanism.  
 
ResNet Deep Learning: 
The ResNet is nothing but residual network design which can 
investigate the problem more profoundly. This immediate 
process understands the theoretical issues and adding additional 
layers for increasing robustness applications. Progress the 
performance measures compared to conventional mechanisms.  
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Figure 6: Residual block diagram. 
 
As figure 6 shown Residual network functionality, it is utilized 
to perform the operations depending on weight layers, when the 
weight layer less than the weight layer+1 then automatically 
activation function hold the process and pick the sudden change 
in the data sample. The ResNet internal architecture is 
classifying the seizure patients by using convolution neural 
networks. The three blocks of residual networks with 
convolutional layers 1x1 gives the entropy values i.e. ∅(ߠ). If 
this ∅(ߠ)  value ≤ y then the ResNet network handles the 
seizures in feedback manner. Else, the activation functions 
handover the control and identifies the false alarm. When we are 
using the clinical dataset and collected CHB-MIT dataset, the 
ResNet and BP-ASE continuously extract the features and 
classifies the seizure in the EEG signal. When the seizure 
crosses the entropy value, then ResNet automatically identifies 
the rise signal and track the interval. This entire phenomenon 
automatically performed by the proposed BP-ASE and ResNet 
deep classifiers. 
Figure7. Explains about generalized ResNet model, in this 
model weight layer and activation layers have utilized to 
generate the fitness activation function. In figure 7  left part to 
demonstrate the widespread process of ResNet function. 
Coming to the right part one feedback loop continually sense 
the model, if F(x) is present in the design means, 1x1 
convolutional feature is coming into the picture along with this 
ReLu networks deals the issues in the selected EEG samples. 
 

௟ܪ = ൫ܾ௟ܷܮܴ݁ ∗ ௟݂(ܪ௟ିଵ) +  ൯  --- (4)(௟ିଵܪ)݀݅
௟ܪ =  ൯     --------------------- (5)(௟ିଵܪ)൫ܷ݅݀ܮܴ݁

The equation 4&5 continuously monitors the EEG signal with 
fixed intervals, when any sudden change observed in the signal 
the ReLu function handover the entire operation and identifies 
the time of instance.  
Here H1= current time of instance, 

 .௟ିଵ = time-shifting signal instanceܪ
b1 = EEG signal weight. 
The 3x3 convolution can extract the samples in the EEG signal, 
but when any prior instances of EEG signal extraction required 
than necessary to add the feedback convolution network. This 
mathematical computation can extract the EEG signal disorders 
identifies quickly. The batch norm is the technique which can 
normalize the EEG samples of real-time clinical data. The Batch 
norm rescales the available samples and recenters the signals by 
using stochastic gradient features.  
 
 
 

 

Figure 7: Left: general Resnet Right :Convolution ResNet. 
 

௟ܤ = ௟݌൫ݑܮܴ݁ ∗ ௟݂(ܪ௟ିଵ) +  ൯ ------ (6)(௟ିଵܪ)݀݅
௟ܤ =  (7)  -----------------------------------  (௟ିଵܪ)݀݅

The equation 6&7 clearly explains about batch norm function 
mathematical computations. When batch norm function 
satisfies the 3x3 convolutional block, then normalization has 
performed on EEG signal. The above figure 10 clearly explains 
about suspicious change in the EEG signal. This suspicious 
signal further applied to deep ResNet block, which is shown in 
the above figure 10. The detected signal is superating from 
suspicious EEG signal and further, apply the deep ResNet 
function continuously. Resulting that identifies the lower 
control limit, upper control limit and detected peak in EEG of 
seizure patient. In this work, H is the hidden layer and X is the 
pooling layer in the deep ResNet learning model.  

௟ܪ = ௟݌൫ݑܮܴ݁ ∗ ௟݂(ܪ௟ି∙ଵ∙) +  ൯  --------- (8)(௟ିଵܪ)݀݅
௟݌ = 1 − ௟

௅
(1−  ௅)  ------------------------------- (9)݌

 
a residual block 

X                           
identity 
 

Relu 

Weight layer 

Weight layer 

+ 
 

F(X) 

F(X) + X 

X 
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ி݂
∗ ≔ ݂	݋ݐ	ݐ݆ܾܿ݁ݑݏ	(݂,ܻ,ܺ)ܮ݊݅݉݃ݎܽ ∈  (10) ------ܨ

The equation 8,9&10 clearly explains about ReLu function and 
its classification model. The ReLu function is the rectified linear 
network which can handle the EEG signal in piecewise manner. 
The output has directly extracted from input and impulse 
response, compared to all deep learning models this ResNet 
achieves better performance.  
 ௟= probability of seizures in the EEG݌***
** ி݂

∗ = argument function concerning classification EEG data. 
The above all calculations can quickly identify the epileptic 
seizers in the patients in the prior stage. This gradient function 
and deep neural networks solve the sudden changes in the EEG 
data. This entire analysis has smoothly shown in below results 
section 
 
 

 
 
 
Figure 8: Left: regular ResNet block; Right: ResNet block with 

1x1 convolution 
 
 

 
Figure 9: The deep ResNet learning model. 

 
  
 

Figure 10: EEG epileptic seizure detection. 
 

The above figure 10 clearly explains about seizures detection 
process in the selected EEG signal. The entire mathematical 
steps are divided into six phases, in which the first window is 
the original EEG sample collected from the clinical database. At 
the second phase, BP-ASE operation performed on the first 
window such that peaks are identified easily. In the next step, 
BP-ASE trained the 1st phase model detects the entire peaks in 
the EEG signal. Following the third step detected peaks are 
framed in the fourth window, the second pass estimated the 
BP-ASE and further estimates the prior EEG signal disorders. 
At the final step, ResNet classifies the EEG signal and identifies 
the prior stage of an epileptic seizure. 
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Figure 11: peak detection plot. 
 

As in figure11 falls alarmed, peaks are identified using ResNet 
deep learning process; this indication alert the patients for 
epileptic seizures. This is an accurate diagnosis process for a 
prior stage of seizure identification. The x-axis indicates the 
time instances of EEG data, and y-axis represents the amplitude 
of seizure patients.  
Figure 12 explains that second sample EEG data analysis, in this 
ResNet detection and BP-ASE EEG signals easily identify the 
seizures. This process is continuous monitoring  
 on EEG patients; hence the prior stage of diagnosis is attained  
 for better treatment. 

 
 

Figure 12: second sample of EEG data. 
 

 
 

Figure 13: Second sample peak detections. 

 
The figure13 clearly explains about peak seizures of EEG 
patients; it is clearly identified that when the entropy of signal 
crosses the limit then automatically shootout the unnecessary 
rises in EEG signal. The outcome clearly explains the seizures 
of EEG dataset. 

Table 1: Database 
 

 
 
 

Table 1 demonstrate that the database information for the 
proposed experiment, the above all database such as epilepsy 1, 
CHB-MIT, Freiburg and Real-time data are collected. The 
different patient's various orientations and age groups are 
preferred for the experiment.  
 
 
Performance measures: 

ට = ܲܧܵܯܴ .1
∑ (௬೔ି௬ො೔)೙
೔సభ

మ

௡
 

ோெௌா௉(௜∗)
ோெௌா௉(௜)

≥λ 

 = ܧܵܯܰ .2
∑ (௬೔	ି	௬ො೔)మ
೙
೔సభ

௬೔	మ
 

መ௘௡௘௧ߚ .3  = ቀ1 + 	ఒమ
௡
ቁ ቄܽ݃ݎఉ minฮߣ −	∑ ௝ߚ௜ݔ

௣
௝ୀଵ ฮଶ + 	 ଵ‖ߚ‖ଵߣ +

ଶ‖ߚ‖ଵߣ	
ଶቅ 

4. Accuracy = ߚመ௘௡௘௧  +ܴ௔ௗ௝ଶ መ௘௡௘௧ߚ =/  +ܴ௔ௗ௝ଶ  + Fp + Fn. 
5. F1 score = Fp + Fn./Tp. 
6. Tp = 1- ௌௌோ

ௌௌ்
. 

The above all formulas are explains about performance 
measures of designed applications. The accuracy, f1 score, 
sensitivity and specificity are shown clearly. 
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Table 2: Comparison of results 
 

 
 

 
 

Figure 14: Comparison of results 
 

Table 2 & figure 14 explains about various methods, and it 
performs measures, at all stage of parameters the proposed 
BP-ASE and ResNet deep learning model achieves more 
improvement compared to existed methods.  

 
Table 3: True positive rate and Error 

 
Parameter  Deep 

stacked 

AGWO DWS+ENR BP-ASE 

and 

ResNet 

True 

positive 

rate 

0.872 0.912 0.943 

0.971 

F1 score 0.893 0.934 0.951 0.968 

MNSE 0.062 0.04 0.01 
0.001 

 
 

 
 

Figure 15: Performance measures 
 

figure 15 and table 3 demonstrate that MNSE, F1 score and True 
positive rate analysis, in this at all stages BP-ASE and ResNet 
archives more improvement compared to the existed method.  
 
3. CONCLUSION  
 In this research, implemented a BP_ASE and ResNet deep 
learning technique for the automatic prior stage of epileptic 
seizers identification. This investigation simplifies the 
diagnosis process by using patients EEG-dataset. It is an 
unsupervised learning procedure for continuous monitoring of 
clinical dataset. The involuntary testing-training method has 
used to notice the seizures in the EEG dataset. If any suspicious 
intervals identified in the EEG signal, which has straight fed 
into ResNet classifier for diagnosis. The proposed ResNet 
classifier experiment outperforms the existed methods; the 
performs measures such as accuracy is 99.4%, specificity 96% 
and sensitivity 99% has been achieved. The other more 
performance outcomes True positive rate 97.1% F1 score 96.8% 
and MNSE is 0.001 attained. This research had conducted on 
public sowjanay general hospital patients data and CHB-MIT 
dataset. This advanced design is a robust method with 
classification accuracy, specificity, True positive rate and 
sensitivity. This technique also identifies the general, epilepsy 
and other abnormalities that are not included in our research. 
This work is challenging the external applications when 
diagnosis the epilepsy patients. 
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