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ABSTRACT 
 
Public key cryptography provides fundamental protection 
components in contemporary cryptosystems, packages and 
protocols guaranteeing privacy, credibility and 
non-reputability of electronic correspondences and 
information stockpiling. Elliptic Curve Cryptography (ECC) 
gives high security and preferable execution over other public 
key techniques and these algorithms strengthen against 
various attacks. This paper presents a precise and complete 
review of an update of the Elliptic Curve Digital Signature 
(ECDSA) algorithm and fault attack and its countermeasures 
and describes about the future work to be done. 
 
Key words: Digital signature, Elliptic curve cryptography, 
fault attack, point multiplication, protection. 
 
1. INTRODUCTION 
 
In cryptography systems, these curves are considered as a 
superior decision than RSA on such stages, since it gives 
identical security at very smaller key size. Smaller key size 
deduces lower equipment costs and lesser force utilization [1]. 
Nowadays, ECC related researches have attractive attention 
as they are used in many areas such as electronic commerce, 
mobile context including cellular phones and the Internet of 
Things. In order to upgrade the security of IoT ECC has been 
used in this paper [73]. 

Due to their effectiveness, it has been used in the constrained 
environment sources such as radio frequency identification 
tags, wireless sensor networks, smart cards etc. are always 
been challenging, since they provide security 
properties[2].ECDSA offers better performance in these 
Rivest Shamir Adleman, traditional digital signature 
algorithm over other cryptographic algorithms.  Likewise, 
many approaches have been done for several other things such 
as to improve efficiency, to reduce cost, energy, memory, 
power and to check the capabilities of processors [3], [4]. 

In ECC, point multiplication operation plays a major role in 
encryption and decryption part and it is a time consuming 
module also. In ECDSA, point multiplication is used to 
generate and verify the signature by introducing various 
changes in point representation (affine, projective, 
jacobian-coordinates), by elliptic curve model changing, and 
by using different point multiplication methods (such as 

double and add method, Non-adjacent form (NAF), comb, 
window etc. Many researchers have done work related to 
countermeasures against various attack. But selecting a proper 
countermeasure is very important without providing any 
tradeoff between performance and security. It is very 
imperative to use prime or binary fields from an approved 
organization. This will lead to a secure implementation of 
ECDSA. 

2.  PRELUDE OF ECDSA 
 
In this area, the fundamental ideas of ECC and ECDSA are 
clarified. 

2.1 ECC 
To give confidentiality in the communication network, ECC 
has been utilized to encrypt data and it relies upon the discrete 
logarithmic problem (DLP) because it’s very difficult to attack 
and to get an integer k from the points on the curve P and Q [5]. 
ECC provides encryption, signal generation and key exchange 
[6]. 

Two finite fields have been used by ECC, they are prime and 
binary fields. Binary fields are used mostly in hardware part 
[7].In this field type, let Fq be the field, if p is greater than 3 
then q is equal to p, then it uses prime field else if p is equal to 
2, then it uses binary field [8]. 

By Weierstrass equation, an elliptic curve E over a field F is 
characterized as: 

E: y2 + a1xy+ a3y = x3 + a2x2 + a4x + a6        (1) 

                            a1, ………a6∈ F. 

For a binary field, (1) can be streamlined as: 

Eb: y2 + xy = x3 + ax2+b                                                (2) 

For a prime field, (1) can be streamlined as: 

y2 = x3 + ax + b                                                             (3) 

In this curve, to add 2 points they use chord and tangent law. If 
2 points are P and Q, then their point co-ordinates are (x1,y1) 
and (x2,y2) , then 2 points sum produces another point 
R(x3,y3). In these curve, they use 2 operations point addition 
(P+Q-) and point doubling (P+P) for scalar multiplication.  

If there should be an occurrence of the point addition where P 
and Q ∈ E (Fp): By using the slope λ = y2−y1/x2−x1  

x3 = λ2−x1−x2, y3 = λ2(x1 −x3) −y1          (4)  
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In there should be an occurrence of the point doubling, where 
P ∈E (Fp):  by using the slope λ = 3x1

2+a / 2y1 

x3 = λ2−2x1, y3 = λ2(x1−x3) −y1          (5) 

When binary field is used, on the basis of streamlined 
equation, the point addition where P and Q ∈ E uses the slope  

λ = (y1+y2)/(x1+x2), x3 = λ2 +λ+x1 +x2 +a,  

y3 = λ(x1 +x3) + x3 +y1                                                             (6)  

 

For point doubling, where P ∈ E: x3 = x1
2 + b /x1

2, 

  y3 = x1
2 + ((x1 + y1)/(x)) x3 + x3                                               (7)  

 

These are the basics of operations about the fields, which we 
are using in the elliptic curves explained in [9] and Figure.1 
shows arithmetic operations in ECDSA. In [10], they 
explained all operations of ECC. 

2.2 ECDSA 
 
For digital signature and verification many domain 
parameters are used in ECDSA. They are,     

q, the field size and a, b parameters for elliptic curve 

G = (xG, yG), known as base point 

N, the base point G order 

Generally, the curve equation are written as, 

 y2=x3+ax+b mod q                                                  (8) 

For the prime fields of P-256, a = q-3 so the equation is 
written as the one given in FIPS 184-4 [11], 

 y2 = x3-3x+b mod q                                         (9) 

                  ECC (ECDSA) 

 

      SCALAR MULTIPLICATION 

 

POINT ADDITION       POINT DOUBLING 

             1. Multiplying                 1. Multiplying 

             2. Squaring                      2. Squaring 

             3. Addition                      3. Addition 

                       Figure 1: Arithmetic operations in ECDSA 
 
A. ECDSA signature generation 
 

For signal generation, some inputs such as curve domain 
parameters, a message M, hash function private key d are 
needed. Then, the output is (r, s) both are integers and their 
interval is [1, (order of G) -1]. 

1) An integer k is selected which is the per message secret 
number, -1 ≤ k ≤ 1 

2) Generate (k, k-1) and k-1 is it’s modulo n. 

3) Evaluate R= kG = (xR , yR) 

4) Evaluate r = xR mod n 

5) Evaluate H = Hash (M) 

6) Transform them in to an integer e 

7) Evaluate s = (k-1 *(e + d*r)) mod n 

8) Signature of m is(r, s). 

B. ECDSA verification 
 

For signal verification, some inputs such as received message 
M’, received signature (r’, s’), curve domain parameters, hash 
function and public key Q are needed. Mainly, output is to 
check whether the signature is valid or not. 

1) Confirm that r’, s’ are in the intervals [1, n-1]. 

2) Evaluate hash of the received message H’ and then convert 
it into integer e’. 

3) Evaluate w = (s’)-1 mod n 

4) Evaluate u1=(e’*w)mod n and u2= (r’ *w) mod n 

5) Evaluate the elliptic curve point R= (xR,yR)=u1G+u2Q 

6) Evaluate v = xR mod n 

7) Differentiate v and r’, if both are equal, it is valid else 
invalid. 

C. Implementation of ECDSA 
 

ECDSA algorithm is suitable in many environments such as 
WSN, smart cards etc. because of their better performance 
and security rather than RSA and DSA. In the sub-section, we 
will explain the implementation in different fields 

1) Smart cards 
Nowadays, technology uses more algorithms such as ECDSA, 
RSA, DSA etc. to provide authentication. ECDSA 
implementation and design is used most widely in this 
environment. 

Jin-Hee Han and Young-Jin Kim [6] used java cards by 
including a light-weight Java byte code mediator to smart 
card, operating system and downloading Java class records, 
which are changed over to a littler, exclusive arrangement. 
The first OS was utilized to download, oversee, and execute 
the application code and its information. At last in the result, it 
can be used by other wireless devices also. In this [12], join 
two algorithms (ECDSA and ECDH) and use in java cards, 
which require only simple request or information to transfer 
between them. In [1], it is concluded that same keys are used 
for many times, in order to improve the randomness in 
ECDSA. In [13], it is concluded that they provide efficient 
output on power, storage and energy etc. than RSA on smart 
cards. 
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2) Wireless Sensor Network (WSN) 
To assemble information about a specific domain, it 
comprises gathering of hubs that discuss remotely with one 
another in different applications [14],[74]. They regularly 
have confined sources, for example, vitality and memory. 
Along these lines, a WSN need efficient calculations to 
decrease the unpredictability of the calculation so as to build 
the stretch of the system over a long period of time. To 
forestall attacks, it requires raised level of security. In WSN, 
many analysts examined about the ECDSA and informed that 
it is very helpful for WSN.  

For instance, in [15] they found that the accepting expense is 
half the transmission cost. They dissected signature in 
ECDSA (160 bit) and RSA (1024) bit, signature generation 
rate of ECDSA is beneath a signature generation rate of RSA. 
From this analysis, they clarified that ECDSA requires low 
vitality cost than RSA. In WSN, it demonstrated the chance of 
utilizing RSA and ECDSA [16]. ECDSA is superior to RSA 
because it utilizes short keys (160-bit) which deduces vitality, 
memory and so on. 

In [17] on WSN, it examined the vitality cost through the 
Kerberos key dispersion convention and ECDH-ECDSA key 
understanding convention. In [18], Micaz bits with the finite 
field 163-bit actualized ECDSA. By the collaboration of their 
nearby hubs, the signal verification was improved. 

In [19], it has been received to upgrade security and protection 
in radio frequency identification. Creators brought up that 
trivial procedures carried out by Elliptic curve digital 
signature in information signing are notably effective in radio 
frequency identification. Likewise, in [20] to ensure about 
RFID development they utilized ECDSA with the Shamir 
plan. They mainly used this to decrease the expense of two 
point multiplication to one. In [21], they implemented to 
secure RFID on IoT applications. 

3. ASPECTS OF ECC/ ECDSA 
 
In this segment, we will concentrate on the current studies of 
ECC/ECDSA basically on their performance, efficiency, 
security, countermeasures in brief manner. 
 
Driessen et al. [22] looked at various signature plans 
(ECDSA, XTR-DSA, and NTRUSing) as far as vitality 
utilization, space, execution and so on. Based on this they 
came to conclusion that NTRUSing is high quality in terms of 
period of execution and memory. But it tolerate from security 
shortcoming against attacks. Much research called attention to 
utilizing hardware quickening agent’s prompts superior, but it 
offering malleability, in which decreasing circuits need to be 
utilized to get better the malleability. 
 
In [23], they discussed about the attacks such as active and 
passive attacks and countermeasures in detail. They explained 
that we should select the countermeasures in perfect way 
without producing any tradeoff. A few overviews have 
contemplated open cryptography calculations as far as 
calculation of difficult issue DLP and cross sections in 
quantity and old style PCs [24]. From these ideas, they came 

to a conclusion that ECC gives an excessive protection than 
other cryptosystem. It represents points of interest in fast, less 
capacity, and littler keys size. 
 
In [25], [26], SCA and FA are the two main physical attacks 
they focused. They explained some countermeasures to 
overcome such faults like SPA, DPA etc. In [27], the author 
focused on the different standard curves (such as ANSI 
X9.63, safe curves etc.), from these the most common one is 
safe curves with SECP256k1 through using ECDSA, which is 
the strongest curve standards. 

4. IMPROVEMENTS ON ECDSA 
 
This section discusses about different kinds of improvement 
in scalar multiplication and curve operations. 
 

4.1 Improvements on scalar multiplication 
This segment provides representation of scalar multiplication. 
It requires lot of time [28], [29] in ECDSA algorithm and 
Elliptic curve cryptography algorithms. It takes over 80% for 
working time in sensor gadgets [5], [30].It is a fixed one of 
point addition and doubling that produces kP [31], [32]. 
 
The efficient and quick execution of elliptic curve 
cryptography algorithm and its subordinates are expected to 
quicken PM usage [33]. In ECDSA algorithm signature 
verification requires 2 scalar increases (u1G + u2Q) on step 5 
[34] that require activity of a multifaceted nature calculation. 
SM utilizes three activities: inversion, doubling and 
multiplication but they are costly for an ECC algorithm [35]. 
When the Affine co-ordinates are utilized, they use both point 
doubling and addition which devour 2 multiplications, 1 
squaring and 1 division activity in field [34]. Because of 
enhancing SM, cost of the algorithm and their execution time 
are getting deduced and but it improves the efficiency of 
execution in ECC algorithm. The conventional technique in 
point multiplication utilizes base 2 in point multiplying [34]. 
In this strategy, point multiplying is actualized in all bits in k, 
while point addition is executed with bit equivalent one in k 
[35]. 
 
4.2Double base chain 
To create doubling (2P) which is significantly increasing (3P) 
i.e. tripling is one of the techniques. They proposed this 
method to utilize bases 2 and 3 so that it can deduce the 
carrying out time of the PM. In [36] to improve significantly, 
point tripling is collapsed with the point multiplying to get 
two (P) + Q when 1 reversal is in excess of 6 multiplications. 
They found that two (P) + Q are quicker than P + (P+Q) but 
two (P) +Q requires extra rate. They utilized the possibility of 
[37] in expelling y3 from conditions when registering two (P) 
+ Q; the creators utilized this thought with three (P) + Q and 
evacuated y4 when 1 reversing is extra than six multiplications 
to deduce the algorithm rate. From this, they understand that it 
increases the point multiplication efficiency in elliptic curve 
algorithms such as ECC, ECDSA, etc.  
The condition for double base chain is 
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k = ∑i si 2bi3ci                                                                             (10) 
 

Where si is ±1, and (2bi3ci) are whole number numbers and bi 
and ci diminished monotonically (b1> b2...bm> 0 and c1> 
c2...cm> 0). 
 

4.3 Multi base representation (2, 3, 5) 
Scalar multiplication enhancement is done by using a point 
quintupling (5P).Since, it uses three bases (2, 3, 5) it is called 
as step multi base representation. When multi base 
representation algorithms is compared with DBNS, it 
provides small terms, more unnecessary things and have more 
meagerness. The representation of 160-bit in bases 
representation (2, 3) requires cost 23 terms whereas fifteen 
terms in representation bases (2, 3, and 5). The equation of 
Step multi base representation is presented as follows: 
 

k =∑i si2bi3ci5di                                                                     (11) 
 
Where si is ±1, and (2bi3ci5di) are integer numbers and bi, ci and 
di decreased monotonically (b1> b2...bm> 0,c1> c2...cm> 0 and 
d1> d2...dm> 0). 
 
4.4 Multi base representation (2, 3, 7) 
To quicken point multiplication, it relies on triple bases. This 
3 bases (2, 3, and 7) is called as multi base number 
representation. 
 
This representation is the advancement of past two 
representation Double base representation and Step multi base 
representation. In [38] suggested three base technique (binary, 
ternary and septenary) with addition and subtraction. This is 
used mainly to change over an integer to the three base (2, 3, 
7), by searching the nearest whole number to a scalar. They 
called attention to that septupling (seven P) costs is under two 
equations (two (2P) + 3P and two (3P) + P). Additionally, the 
squaring cost was disregarded. Multi base number 
representation accompanying the condition:  
 

k = ∑isi2bi3ci7di                                                                         (12) 
 

4.5 Different methods of curve operations 
To improve the performance of PM algorithm, many 
approaches are introduced such as double and add method, 
Non-adjacent form (NAF), comb, window etc. 
Algorithm 1: The double and add algorithm 
Input:  Let P be the point on E (Fp); k = (kl−1...k0)2 
Output: Q = kP 
Q = P 
 for i = 0 upto l – 2 do  
Q = 2(Q) 
 if k (i) = 1 then  
Q = Q + P 
return Q 
 
A.  Double and add method 
It is a crucial method for PM and has been utilized for two 
activities: point addition and multiplying. This is same as like 

the square-and-double algorithm [5], and it relies scalar bit k, 
where when k = 0, it will execute point multiplying, then 
when k = 1, it will execute both activities in each circle. In this 
point multiplying is twice that of point addition. 
 
B.  Non Adjacent Form (NAF) Method 
This method is speeder than double and add method. Because, 
they reduce the execution time in PM and the number of point 
addition to one-third. It doesn't take into consideration any 
two nonzero bits in scalar k [5], [35] and this prompts 
decreases hamming weight based on the quantity of zeros and 
length of the bits in a scalar. It is represented as: 
 

NAF (k) =l ∑ i=0
-1ki2i                                                                      (13) 

 
where k ∈ {0, ±1}, in [39]. 
 
Algorithm 2: NAF algorithm 
Input: k as a positive integer  
Output: NAF (k)  
i=0  
while k ≤ 1 do  
if k is odd then  
ki = 2− ((k) mod (4))  
k = k−ki 
else ki= 0 
k = k / (2), 
i = i +1.  
return (ki −1, k−i−2,..., k1, k0). 
 
C. Window method (WM) 
In order to improve the execution time in D&A method here 
they use particular window size.  The window method is 
equivalent to D&A method, when window size is 1. For fixed 
point multiplication, they utilized this method and for 
furthermore diminished point addition better than D&A [5], 
[28].  In Wang and Li [40], to improve execution for PM, it 
utilized NAF and window method. They observed that 
window method is extra efficient than NAF. Instead of 
multi-precision multiplication, they used hybrid 
multiplication to reduce the memory size. 
 
Algorithm 3:  Window algorithm 
Input: let P be the point on the field E (Fp), Window width w, 
d = [l/w], k = (kd−1,..., k0)2w. 
Output: Q = kP.  
P0 = P 
Evaluate in advance: for i = 1 to 2w−1 do: 
Pi = Pi−1 + P 
Q=0  
for i = d-1 down to 0 do  
Q= 2w(Q) 
Q= Q + Pkd 
return Q 
 
D. Montgomery method 
During scalar multiplications, in this method it uses only one 
co-ordinate which saves both computation and storage in 
hardware. In this [37], they achieved the enhancement of PM 
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cost from 3.8% to 8.5%, since they used left to right algorithm 
where they eliminate y co-ordinate. Dimitrov et al [41] used 
Eisentrager’s idea to improve the PM efficiency. Therefore, it 
offers better performance than other method. 

Algorithm 4: Montgomery ladder algorithm 
Input: A P be a point on the field E and a positive integer k = 
(ki−1...k0)2.  
Output: The point kP. 
P2 = P and P1 = 2(P)  
for i = l - 2 down to 0 do  
if ki = 0 then 
P2 = 2(P2) 
P1 = P1+P2 
else 
P1 = P1+P2  
P1 = 2(P1) 
return P2 

5. CATAGORIES OF ATTACK 
 
In this section, we will learn different types of attack and the 
attack which is concentrated in this research ie. Fault attack 
and their counter measures. Basically, the attacks are 
classified into two types, physical attack and non-physical 
attack. They both have active and passive attacks. 
 

5.1 Non-physical attack 
 
A. Passive attack 
During this attack, the attacker has to analyze the data about 
their sender and receiver IP address, TCP protocol, location, 
data size etc. and this will help them for authentication 
operations and so on [42]. Some of the most widely used 
passive attacks are Eavesdropping, key logger and snooping, 
tracking, guessing etc. 
 
B. Active attacks 
This attack occurs by inserting, forging, modifying, replacing 
the user message while transferring through the network [42]. 
In many research projects in [43],[47] to prevent many attacks  
such as moderation, making fun of, contradiction and cyber. 
ECDSA is a best security option. ECDSA provides a security 
for many attacks. The security requirements are 
authentication, non-repudiation and integrity. 

5.2 Physical attacks 
In this attack, they require some problems to attack, so as to 
retrieve the key. The problems to retrieving the key are 
Electromagnetic radiation, Power consumption and Errors. 

 
A. Passive attacks 
In this attack, we can retrieve the private key through some 
leakage of information or data. With that leakage, whole key 
is got, for this also, power consumption is used and 
electromagnetic radiation problem is studied. There are 
different ways to retrieve the key, they are Simple power 

analysis, Timing attacks, Template attacks and Differential 
power analysis. 

 
The countermeasure to overcome is to eliminate the 
relationship between the data and the leakages and also the 
relationship between the fake and real data. 

B. Active attacks 
In this attack, some errors are used to retrieve the secret key k, 
called as fault attack. There are four main attacks and they are 
Algorithmic specific attacks, Differential fault analysis, Safe 
error based attacks and Tampering with program flow. The 
description of the attacks are as follows:  

1) Algorithmic Specific Attack 
In order to circumvent, the attacker can inject some problem 
in to the data and so that it will be easy for them to solve 
easily. This kind of injection may be different based on the 
algorithm. 
 
For example, by choosing the wrong base point, the scalar 
multiplication makes to shift the original curve to be a weak 
curve, because of this the ECDLP can be performed easily 
[48]. Another one is by using wrong parameters to achieve 
their goal[48]. 
 
2) Differential Fault Analysis 
In this, through taking the distinction between the right and 
inaccurate cipher text, the secret key can be retrieved. Based 
on amassing, a number of misguided plaintext-cipher textual 
content pairs and acquiring the collisions, it is feasible to 
make the most secret [49]. 
 
3) Safe Error Attacks 
For this attack, there is no need of faulty output,  due to the 
fact it solely makes use of to take a look at whether or not the 
error happens in the output or not. There are two types, 
Computational safe errors and Memory safe errors. C- Safe 
error utilizes the weak spot of the algorithm and the M-safe 
error utilizes the implementation [50], [51]. 
 

6. NATURE, TARGETS AND COUNTER MEASURES 
OF FAULT ATTACK 

6.1 Physical Nature of fault attack 
There are four basic natures of fault attacks, 
 
A. Clock glitches 
This can be applied if the device require external clock. Clock 
glitches is a deviation to the supplied clock signal because of 
this deviation, the processor execute the next instruction 
before the current instruction execution. For internal clock, 
this attack cannot be possible. 
 
B. Under-powering and energy spikes 
Interfering with the strength provided of the device is a very 
low value fault injection method. Another method is by 
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inducing excessive versions in the power supply. This may be 
additionally motive to misinterpret or to skip the instruction. 
 
C. Temperature attack 
By varying the temperature too high or too low faults can be 
induced [52], [53], [54], but particular portion of data should 
be focused. 
 
D. Electromagnetic fault injection 
This may cause the chip to damage or change the memory 
content in that, or it may induce single bit change [55]. 

6.2 Fault targets 
Generally, the processor may have many components such as 
I/O port, data path, and storage and control part. Based on 
those parts attacks are performed .Table 1 shows fault targets. 
 
A. Input parameters attack 
Depending on the device, its utilization can 
also be achievable to set off exponentially the faults with the 
aid of controlling the input parameters. Sometimes the 
attacker’s selection of input may cause the implementation to 
fail; only some extent, it may be true. It is not a compulsion 
that the input must be sending from I/O port, it may also from 
a memory (ROM) [56], [57]. 

B. Data processing part attack 
This attack carried out while computation transferring 
is carried out by means of bus or in the register 
or reminiscence [52], [58], [59]. 
 
C. Storage part attack 
 Errors in unstable storage exploit to alter the intermediate 
results, while computational error happens in the non-volatile 
memory, which will have an effect on the machine parameters 
fully. 

Table 1:Fault Targets 
Attacks Target 
Components Input  Data 

path 
Memory Control 

Algorithm 
Specific 

Yes yes Yes yes 

Control No no Yes yes 
Safe error No yes Yes yes 
DFA No yes Yes yes 
 
D. Instruction processing part attack: 
This attack mainly takes place on the application waft which 
primarily goals the manipulate phase of the gadget as an 
alternative of data path. 

6.3 Countermeasures against fault attacks 
As countermeasures include some significant pitfalls, they are 
picked to give a decent tradeoff among hardware and 
execution expenses and security level. Practically speaking, 
countermeasures are planned to make an attack adequately 
costly, not unthinkable, despite everything keeping an ensured 
plan and performing [60]. Hardware and design to be driven 

are two primary concepts for safety of cryptographic devices. 
In hardware, countermeasures are passive and active fields. 
Passive fields are metallic layer which may additionally cowl 
the chip from various attacks such as temperature attack, 
optical attacks etc. [61]. An active field consists of wire mesh 
which detects the interruption on wire. But the main drawback 
is its cost. In design to be driven, to construct this, two 
principles are used, 1) inducing redundancy to check whether 
the fault is occurred or not 2) layout implementation to be 
inherently inclined to the attacks. But it will be suitable for 
particular attack only. Since, it cannot use only one and solve 
all attack; it can use parallel protection mechanism. There are 
different abstraction levels to perform and achieve the 
protection. Figure.2 shows the abstraction levels. They are 
 
A. Protocol level 
In this, it can design something so that certain attacks may not 
be possible. For example fresh-rekeying i.e. new will be 
generated for every encryption [62]. 
 
B. Cryptographic primitive level 
In this level, the end result of the process can be checked 
earlier than execution. Example in DSA implementation, end 
result is tested whether or not it is fault-free end result or now 
not [63]. Since same data path is used for encryption and 
decryption it is convenient to observe the fault. 
 
C. Algorithmic level 
Based on the algorithm, fault detection technique can be 
applied for instance in MPL, consistency test is higher way to 
observe these blunders efficaciously [64]. 
 
D. Arithmetic level 
In this, it knows many operations are used and they are 
protective also. E.g. error detection codes [65]. Another 
protection way is fault detection, which plays a major role, 
because by detecting the error, it is able to correct. Figure 3 
shows the countermeasures for FA. 
 
E. Input parameters protection  
If implementation checker is no longer used, the attacker can 
use some input to attack the device [48]. Even if the inputs are 
now not provided backyard and they are using non-volatile 
memory, they can also able to attack and reveal the secret key. 
So, the input parameters have to be checked before using for 
computation. Cyclic redundancy check is used to check the 
system parameter. But it requires more storage. 
 

PROTOCOL 
 
 

CRYPTOGRAPHIC PRIMITIVE 
 
 

ALGORITHMIC 
 
 

ARITHMETIC 
Figure 2: Abstraction levels 
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F. Processing part protection 
While processing, if the fault is injected, it may cause leakage 
of sensitive message, it may change registers, program flow 
etc. so some instructions can miss. To prevent that, 
 
1) Redundant computations: 
Concurrent error detection can be used to prevent the fault. In 
this same operation may be computed twice, either in parallel 
or consequently [66]. Time redundancy based CED involves 
double encryption data and comparing the results. This 
reduces the overhead [67]. 
 
2) Checking algorithmic specific properties: 
Checking whether the output of the scalar multiplication 
belongs to the curve or not, is the best fault detection method 
[68], [48]. Another one is checking the correspondence 
between the middle variables and if the output is exactly the 
base point, then this will be one of the fault detection method 
[69], [70]. 
 
3) Program flow protection: 
When attacking the program flow, it may miss some 
instruction or execution problem may occur. To overcome 
that, by checking and calculating its fingerprint is done, using 
An + B codes [71], [72] 
 

Countermeasures for FA 
 

Hardware           design to be driven 
 
 

Fault detection 
 
 

Input parameters   Processing part 
Attack                   Attack                    Program flow 

 
 
Concurrent error detection                   Algorithmic specific 

 
Figure 3: Countermeasures for FA 

 

7. CONCLUSION AND FUTURE WORK 
This present paper makes a precise learn about the safety and 
enhancements of the ECDSA algorithm. This learning will 
allow us to see the current enhancements of protection and 
special strategies of curve operations. This up to date 
enhancement can also perhaps encourage some of the 
strategies in the protection of the algorithm. 
 
From this paper, we believe that it will be advisable for an 
analyst to hit upon search for thoughts procuring 
and enhancing the safety of the digital signature algorithm. In 
this paper, it is also narrated about some countermeasures of 
fault attacks. In existing works, they mostly used error 
correction techniques like coherent redundant error checker to 
check the fault and to prevent from key retrieving. In our 
proposed work, our work focus on both error detection and 
error correction in order to give superior protection and it 

mainly uses only point doubling and addition than other 
functions which reduces computation timing and complexity. 
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