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ABSTRACT 
 
In software testing practice, regression testing is significant 
type of testing, which is responsible for stability, quality, 
reliability and functionality of existing application even after 
doing the modifications in the application. Test case 
prioritization (TCP) is one of the proved effective techniques 
of regression testing that improves defect detection rate by 
scheduling execution of the test cases (TCs). Scheduling the 
execution of all TCs is very complex and time consuming task 
and thus needs to introduce the use of optimization 
algorithms. This paper implements a genetic optimization 
algorithm (GA) to improve the TCP technique by ordering the 
TCs with goal of maximum fault detection by minimal 
execution of TCs. The effectiveness of implemented GA 
optimization technique is measured using average percentage 
of fault detection (APFD) metric. We analyzed implemented 
GA approach to examine its effect on outcome by changing its 
vital parameters such as crossover, mutation and convergence 
criteria with the aim of increasing rate of fault detection. This 
experiment is evaluated on public dataset with more than 
1000 TCs. We tend to compare our work with random search 
prioritization and hill climbing optimization algorithms. This 
carried out experimental outcome clearly depict that GA 
outperforms better than compared algorithms in solving TCP 
problem by improving the performance of regression testing. 
 
Key words: APFD, genetic algorithm, regression testing, test 
case prioritization 

 
1. INTRODUCTION 
 
Generally, system in its development and maintenance phase 
continuously undergoes modifications and thus system must 
be tested before and after the changes are merged into the 
main development part. Software undergoes continuous up 
gradations due to ever changing customer requirements. As 
software grows, the database of test cases grows 
exponentially, that makes testing more complex. If the 
software is not tested aptly then there is high risk [1, 2] of 
defects retention in the system under test (SUT). Regression 
testing plays a significant role in approving the quality and 
reliability of the system undergoing continuous up gradation. 
When software system is modified for its functionalities, it is 
expected to retest all test cases for existing and newly added 
functionalities before the release of product to the customer. 

Regression testing is the final step that verifies and works as a 
quality measure to confirm that changes made in the system 
has not affected the previous correctly working functionalities 
and the system is still stable as far as working is concerned. 
This confirmation can be achieved by re executing all the 
TCs. But, re-executing all TCs before each release is a costly 
and time-consuming task as test suite grows exponentially 
with addition or modification in system. This can be 
controlled and made possible by introducing prioritization in 
execution ordering of the TCs. Test case prioritization (TCP) 
is widely adopted technique in software industry to reduce 
efforts and effective execution of regression testing [3-6]. 
TCP orders the TCs of test suites by calculating priority based 
on test suitability criteria such as early fault detection, critical 
fault coverage, code coverage, requirement coverage etc.  
In literature survey of TCP, there are many approaches 
proposed, implemented and validated for addressing TCP 
problem for effective regression testing. Many search 
optimization algorithms such as genetic algorithm (GA), 
particle swarm optimization (PSO), ant colony optimization 
(ACO), simulated annealing (SA) and history-based approach 
are widely research areas in TCP problem. It has been found 
from the literature study that GA optimization technique is 
mostly implemented and proved effective for TCP. But 
limitation we observe from literature that many research 
works have generated their own test suite manually and that 
too with less than 100 TCs.  
In this paper, we have applied and implemented GA for 
solving the TCP problem in regression testing using history 
based testing information. We have not only implemented 
GA, but also tried to inspect the effect on outcome of GA on 
changing its vital parameters- crossover, mutation. We 
compared and analyzed the outcome of variations in 
parameters on 4 large datasets. Evaluation of experiment  is 
carried out on the publicly available dataset bigfaultmatrix 
having 1000+ test cases and 37 faults [27].For comparison, 
we have considered Average Percentage of Fault Detection 
(APFD) [4] metric which depicts the rate of fault detection on 
execution of test suite. We compared the GA technique with 
other algorithmic approaches, such as Random Search, Hill 
Climbing (internal and external swap).  
This paper is organized as follows. Section 2 discusses the 
literature work in TCP using GA. Session 3 explains 
regression testing and TCP concept. Implemented GA, its 
algorithm and flow is explained in section 4. Section 5 

 
 
 

Priyanka Paygude1, Dr. Shashank D. Joshi2, Dr. Manjusha Joshi3 

1,2Bharati Vidyapeeth (Deemed to be University) College of Engineering, Pune, India, pspaygude@bvucoep.edu.in , 
sdjoshi@bvucoep.edu.in, 3SKNCOE, Vadgaon, Pune, India, manjushajoshi1@gmail.com  

 

 

Fault Aware Test Case Prioritization in Regression Testing 
using Genetic Algorithm 

        ISSN 2347 - 3983 
Volume 8. No. 5, May 2020 

International Journal of Emerging Trends in Engineering Research 
Available Online at http://www.warse.org/IJETER/static/pdf/file/ijeter104852020.pdf 

https://doi.org/10.30534/ijeter/2020/104852020 
  

 



Priyanka Paygude et al.,  International Journal of Emerging Trends in Engineering Research, 8(5), May 2020, 2112 - 2117 

2113 
 

 

discusses experimental evaluation. Section 6 describes 
comparison of results of GA approach with other algorithms. 
we have concluded our work in section 7. 
 
2. LITERATURE SURVEY 
 
This session surveys and discusses the previous papers 
published for solving the TCP problem using optimization 
algorithms [5]. Use of optimization techniques is widely 
researched area for TCP due to its successful outcomes. We 
have focused our survey study on the use of GA and its hybrid 
combinations for addressing TCP problem. GA along with 
many hybrid approaches are proposed and evaluated in 
literature such as GA with Particle Swarm Optimization 
(PSO), GA with Ant Colony Optimization (ACO), GA with 
Greedy Algorithm, GA with Simulated Annealing (SA) [8,17] 
etc. 
The research work [10] proposed a multi-objective-based GA 
approach for ordering the test cases using code coverage 
parameters such as total statement coverage, total fault 
exposing weight of each TC and total mutant coverage by the 
TC. The technique is evaluated on classic problem of triangle 
classifier with limited manually generated TCs and fault 
matrix. The proposed GA-PSO hybrid technique [11] works 
in two parts, first – the initial population is iterated for fitness 
function yielding optimized set of population using genetic 
evolutionary concept. In second part, initial results from GA 
are given as input to PSO, where problem of converging at 
local optima is resolved using global best. The results of 
proposed techniques are significant but are based on static test 
case- fault dataset. The work [12] presented a new 
prioritization algorithm with the aim of uplifting the rate of 
fault detection using history of fault detection by test cases 
and severity of faults. Authors have compared their proposed 
method with existing work [13]. The results evaluated of 
static dataset of [13] prove the efficiency of proposed 
technique. The hybrid combination of adaptive approach with 
GA is suggested in [14], achieves the 100% statement 
coverage. In first step, adaptive approach will calculate fault 
detection capability of each test case and high rank TCs are 
executed prior to other TCs. In second step, leftover TCs are 
given as input to GA for generating optimized sequence. In 
[15] authors have designed a Component-Based Software 
testing prioritization framework using GA with Java decoding 
technique to enhance the software quality by detecting faults 
at the early stage of software development. In [16], authors 
have developed an automation tool which is a hybrid 
combination of Genetic Algorithm (GA) and Simulated 
Annealing (SA) algorithm for TCP. Execution time and fault 
detection rate are used as input parameters for calculating 
fitness value. This tool evaluated on static test case fault 
matrix shows promising results compared to traditional test 
suite execution order. 
It has been observed through carried literature survey that 
very few papers have referred public datasets or tested 
approach on real projects. Almost 90% of the studied papers 
tried their approach on manually generated test suite that too 
with less than 100 TCs. With observed limitations from 
related work, we set the goal of implementing GA, assessing 

its performance on big public datasets and observe effect on 
GA by changing its implementation parameters. 
 
3. REGRESSION TESTING AND TCP  
 
Regression testing is the process of discovering and 
confirming that modifications added in the application have 
not adversely affected the existing working functionalities and 
application still work as expected. Regression testing ensures 
this by re-executing all or partial test cases. It assures that new 
changes have not penetrated any defects in the previously 
tested and working application [18-21]. Figure 1 shows, how 
scope and efforts for regression testing increases 
exponentially as system develops and undergoes 
modifications. So, after doing changes or adding new 
functionality in the system, the system is prone to introduce 
new defects, thus regression testing is needed. Here testing is 
carried out for modified and existing functionalities keeping 
more attention on impacted functionalities.  

 
Figure 1: Scope and efforts for regression testing 

Regression Test Selection (RTS), Regression Test 
Minimization (RTM) and Test Case Prioritization (TCP) [3] 
are the approaches considered for regression testing of the 
application. RTS and RTM select the test cases from test suite 
based on experience of tester and thus by elimination TCs, it 
raise the possibility of defects retention in the system. TCP is 
the most adopted technique, which works without elimination 
of test cases it schedule the execution order of test cases by 
achieving certain objectives such as early fault detection, 
maximum fault coverage, core functionalities [22-24].  In 
broad way, TCP techniques are classified into coverage based, 
fault based, requirement based, risk based etc.  Test case 
prioritization approach is to derive the execution order of the 
test cases based on various criteria or properties such as 
statement / branch/ code coverage data, fault detection ability, 
execution time.  
 
4. IMPLEMENTATION OF GENETIC ALGORITHM  
 
Genetic Algorithm is an evolutionary algorithm used to solve 
the combinatorial optimization problems which are usually 
computationally very expensive to solve. The base of genetic 
algorithm is the biological concept of evolution and the 
survival of the fittest [26]. This algorithm is much more 
powerful and efficient than exhaustive search algorithm as it 
provides good and robust solution rated against fitness 
criteria. It is used for solving optimization problems where 
objective is to find optimum value i.e. finding maximum 
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(global maxima) or minimum (global minima) value. Genetic 
algorithm is a population based probabilistic search and 
optimization technique, which works based on mechanism of 
natural genetics and natural evaluation. Fitness function 
evaluates how much a given solution is close to optimality. 
We have implemented GA to solve TCP problem, for which 
we have considered population of chromosome where each 
chromosome is a possible sequence of test cases selected from 
test suite. This TCP problem is ordering of TCs and is discrete 
in nature. The process begins with initial population 
generation. We have used permutation encoding to encode the 
chromosome. Here, we have considered population size as 
200 and is randomly generated from the test suite. Each 
chromosome from population evaluates for fitness score by 
applying fitness function i.e. Average Percentage of Fault 
Detection (APFD). The fitness value i.e. APFD is the number 
of faults detected by chromosome by running minimal test 
suite. The termination criteria considered for stopping the 
iterations is the number of generations. While termination or 
converge criteria is not matched, chromosomes undergoes 
tournament selection. Randomly any two individual 
chromosomes are selected, which further undergoes for single 
point crossover where point of crossover is chosen randomly. 
Mutation phase will randomly mutate the bits of chromosome 
to generate better children for next generation. We have run 
the experiment for variations of crossover and mutation 
probability rates. The detail results are discussed in next 
section. The survivor selection is performed based on fitness 
score above probability value 0.75. Generated offspring 
continuously iterate till the convergence criteria is not met. 
Figure 2 shows flowchart of GA implementation.  
 
Algorithm: 

Input: Test Cases from BigFaultMatrix Test suite, TS  
Output: Ordered test suite, TS’ 
 
START 
   initialize population from BigFaultMatrix data file 
   Encoding of population 
   find fitness of population (APFD) 
   while (termination criteria is not reached) do 
      parent tournament selection 
      crossover with probability pc 
      mutation with probability pm 
      decode and fitness calculation ft 
      survivor selection 
      find best 
   return best 
END 

 
Figure 2: Flowchart of proposed GA approach 

5. EXPERIMENTAL EVALUATION  
 
We have executed the experiment on the public dataset 
available on Github [27] by the title BigFaultMatrix. This is a 
big dataset which is a fault matrix consisting of 1000 test 
cases and 38 faults made available for software testing 
research purpose. The data stored in matrix is of binary 
format, where 1 indicates faults covered and 0 indicates faults 
not covered by respective test case. We are considering this as 
our 1st case study. We did variations in the dataset by 
randomly flipping bits and generated 3 more case studies. 
APFD metric is considered as fitness function and is applied 
to compute the score of fault detection rate [28]. APFD 
measures the total number of faults detected by the prioritized 
test case order. We have executed GA on each case study for 
different variations of crossover rate, mutation rate and 
number of generations to converge as mentioned in the table 
1. The results are plotted using bar chart for deliberating 
variations. In graph, the x-axis represents the variation rate 
and the y-axis represents respective APFD values calculated.  

Table 1:GA Parameters Variations  
Parameters Variations 
Crossover Rate 0.6 0.7 0.8 0.9 

Mutation Rate 0.1 0.2 0.3 0.4 

Number of Generations 3 6 9 12 

 
The initial parameters for Genetic algorithm are set for 
population size 200 and chromosome size 50. With these 
parameters, GA was executed on four case studies with 
different crossover rate i.e. 0.6, 0.7, 0.8 and 0.9. Following 
figure 3 to 5 are the results of case studies with variations in 
crossover rate. Figure 6 is the result of APFD values against 
the variation in mutation rates for case study 1 by keeping 
fixed crossover rate 0.5. Number of generations is the 
parameter considered as convergence criteria to stop GA 
iterations. Figures 7 to 10 shows the variations of converging 
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GA iterations with different mutation rates. The result depicts 
that, GA results best with parameter values as crossover rate 
0.8 and mutation rate 0.2. Also, from the experiment we can 
conclude that for considered dataset, there is almost no change 
after 12th number of generations. So, this we have considered 
as convergence criteria for GA iterations. 

 
Figure 3: APFD measure with crossover variations- case study 1 

 
Figure 4:APFD measure with crossover variations- case study 2 

Figure 5: APFD measure with crossover variations- case study 3 

Figure 6: APFD measure with crossover variations- case study 4 

 
Figure 7: APFD measure with mutation variations- case study 1 

 
Figure 8:Variation in no. of generation - case study 1 

 
Figure 9: Variation in no. of generation - case study 2 

 
Figure 10: Variation in no. of generation - case study 3 
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Figure 11: Variation in no. of generation - case study 4 

6. COMPARISON AND RESULT DISCUSSION  
From previous section results the best value of APFD was 
chosen to compare the GA technique with other algorithmic 
approaches, such as Random Search, Hill Climbing (internal 
and external swap). Following are the parametric values for 
the experiment we carried out so that we can carry out the 
algorithmic comparison over APFD values. 
The proposed and compared techniques are assessed for 
showing its effectiveness in scheduling the test cases in order 
to maximize rate of fault detection (APFD). We compared and 
analyzed the outcomes of our proposed algorithm with other 
algorithm on the same dataset and found that GA outperforms 
the compared techniques. Following table 2 summarizes our 
results. 

Table 2: Comparative Results of algorithm 
Name of Algorithm APFD 
Random Search 0.5425 
HC Internal Swap 0.5258 
HC External Swap 0.5307 
Genetic Algorithm 0.7053 

 
From above table 2 it shows that Genetic algorithm gives 
maximum APFD i.e. 70% and outperforms compared to other 
algorithms like Random Search (54%), HC Internal Swap 
(52%) and HC External Swap (53%). The same had been 
depicted in following figure 12. 

 
Figure 12: Comparison of algorithms based on APFD measure  
 
 
 
 

7. CONCLUSION 
We have conducted an empirical study with the motive of 
examining genetic algorithm performance for scheduling of 
test cases with the goal of early fault detection and to check 
effectiveness of GA on variations of its vital parameters. 
Previous empirical studies have proved that genetic algorithm 
works better in ordering the test cases but were tested on test 
suite having test cases not more 100 and many times 
generated fault matrix is manual. Here, we have implemented 
and tested the GA approach on TCP problem on more than 
1000 TCs.  
The first motive of study was to check effect GA for its 
performance on changing its vital parameters- crossover rate, 
mutation rate and number of generations for stopping GA 
iteration. We examine these variations on four big fault 
matrices as input datasets. The experimental outcome shows 
that GA performs more impressive when crossover rate set to 
0.8 and rate of mutation set to 0.2. 
Comparing GA performance with other algorithms was 
second motive of study. This study results clearly depicts GA 
efficiency is much better than compared random and hill 
climbing algorithms. 
In future, we have planned to execute proposed algorithm on 
real time projects. Here, we have only considered only fault 
detection rate as single objective to calculate APFD. Future 
scope of this research work is to do the hybridization of GA 
with other suitable algorithm and also to adapt it for multi 
objective TCP parameters in order to improve GA 
effectiveness. 
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