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ABSTRACT 
 
The necessity for contact tracing in the fight against 
infectious diseases including pandemics like COVID 19 
cannot be overemphasized. One of the obvious challenges is 
how to device practical strategies for computational evolution 
and construction of a homogenous network for contact 
tracing. A second challenge is how to evolve practical tools 
and algorithms for the visualization of contact network that 
models transmission. This research evolves a new algorithm 
which first, builds a new specialized data structure known as 
PiVector, and then a corresponding contact network 
visualization system. The resulting network could be used for 
contact tracing of the transmission of infectious diseases.  
This work practically demonstrates a programmatic and 
data-driven approach to network evolution, construction and 
visualization. This work was implemented using Python 
Programing Language and other related data mining 
technologies.     
 
Key words: Homogenous, Contact Network, PiVector 
Construction, Visualization, Python.  
 
1. INTRODUCTION 
 
Network Theory has found its application in several research 
fields as well as diverse areas of human endeavours [1]. Some 
of the application areas are social networks, biological 
networks, semantic networks used in computational 
linguistics, cognitive networks in neurosciences, 
transportation networks, and telecommunication networks, 
among others.  Literature has shown that the evolutionary 
foundation of all these networks is the mathematical graph 
[2]. A graph is defined as a collection of vertices, which are 
connected to each other through edges. In other words, each 
edge of graph joins two vertices [3]. A network is an 
instantiation of a graph, such that the nodes and edges have 
specific identities. For instance, a social network comprises of 
nodes as human beings, while the edges are the links or  

 
 

 
 
relationships between those human beings [4]. Again, a road 
network comprises of nodes as cities, while the edges are the 
actual roads linking the cities [5]. Research has underlined 
the necessity for efficient algorithms and programmatic 
techniques for generating complex networks [6]. This current 
work demonstrates how to achieve this goal, in a procedural 
manner, beginning from the workflow stage, to the 
implementation of the proposed algorithm.  
 
Infectious diseases spread through human contacts [7], which 
could be modelled as a network. In order to control the spread 
of such diseases, it is very necessary to successfully locate the 
infected persons, and all the yet-to-be-infected contacts, so 
they could be isolated or treated as the case may be. This 
activity is known as contact tracing [8]. The necessity for 
contact tracing and its automation in the fight against 
pandemics like COVID 19 [9] cannot be overemphasized. 
Epidemiologists [10] cannot afford to depend on manual 
contact tracing. Thus the need for this research, which is 
geared at developing a new computational algorithm [11] for 
network evolution and visualization. Tackling the challenges 
of devising practical strategies for computational evolution 
and construction of a homogenous network for contact tracing 
are the major deliverables of this work. This research evolves 
a new specialized data structure known as PiVector, then uses 
it as input to construct the network for use in contact tracing 
of infectious diseases transmission. 
 
2. EVOLUTIONARY CONCEPTS  
 
This section presents some evolutionary concepts [12] which 
constitute the foundation of this research. In order to 
effectively generate a computational network, it is necessary 
to propose a requisite data structure [13]. As shown in Figure 
1, the spread of a pandemic such as COVID-19 begins with 
the establishment of a contact with an infected person (H1), 
and then a successful transmission from the infected case to 
another human being (H2).  
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Figure 1: Evolutionary Diagram of a Contact Network 

 
In other words, the contacts leading to disease transmission 
constitutes a homogenous contact network [14], with human 
nodes, and edges as the transient contacts between such 
human beings. Some of the deliverables of this work are a 
contact network data structure, an overall workflow, and a 
transmission network visualization which could be useful for 
contact tracing. As shown in the evolutionary diagram, 
colours could be used at the design level to designate infection 
status. For instance, the infected node H1 is coloured RED 
while the uninfected node H2 is GREEN. 
 
3. SYSTEM WORKFLOW  
 
The system workflow [15] for this research is in two parts. 
These are the PiVector Generation and the System 
Implementation workflows respectively. The first generates 
the PiVector, which is an input into the second workflow that 
drives the actual system implementation [16]. Both will be 
explained in details. 
 
3.1 PiVector Generation Workflow 
 
The PiVector Generation workflow is shown in Figure 2. As 
indicated in the figure, there are eight chronological steps, 
numbered from 1 to 8, necessary for generating the digitized 
dataset [17] called PiVector. 
 

 
Figure 2: The PiVector Generation Workflow 

The workflow begins with a manual or human intensive 
Contact Trace Operation. Just like any contact tracing [18] in 
epidemiological researches, this activity involves attempting 
to identity persons who have made contacts with infected 
individuals [19]. The outcome of contact tracing is 
transformed into a digital register known as binary database 
(BinaryDB). The evolution of BinaryDB from manual contact 
tracing operation is a bi-directional [20] transition shown in 
the workflow diagram using a two-way arrow. This is 
because, the human component of contact tracing and 
corresponding update of the binary data [21] is a continuous 
process, as long as the infection and corresponding network 
continue to exist. In its simplest form, the BinaryDB is a 
binary square matrix structure. For instance, the BinaryDB in 
Figure 3, used in this work consists of a 15 by 15 square 
matrix extracted through human contact tracing. The rows 
and columns are formed using the tuple {H1, H2, H3, H4, H5, 
...H15}, which represent the human nodes involved in 
network contacts. It follows that for any integer x and y within 
the range of number of network nodes, if any two network 
nodes Hx and Hy were in contact, then their intersection in 
the BinaryDB is marked with value “1”, else it is marked with 
value of “0”.  The third step in the workflow involves 
scrapping the TLBR (top left – bottom right) diagonal of the 
BinaryDB. Scrapping the TLBR diagonal is an optimization 
step taken to reduce unnecessary memory overheads [22]. 
 

 
Figure 3: The BinaryDB for a 15x15 Contact Network 

 
The reason for scrapping is because all the entries in the 
TLBR diagonal represent contacts between nodes [23] and 
themselves, such that the equation 1 always holds: 
 

 
 
The outcome of the scrapping operation is that the entire 
contents of the TLBR diagonal [24] are changed from “1” to 
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“*” as shown in Figure 4, a result which is termed the 
FB-Matrix (First Broken Matrix). The next step in the 
workflow is the formation of SB-Matrix (Second Broken 
Matrix). This is achieved through a Symmetric Cut Operation 
which discards the Lower Left side of the BinaryDB. The 
reason is that a typical BinaryDB is symmetric [25], and as 
such the following equation always holds: 
 

 
 
for every Hx, Hy, and integers x and y. 
 
Two illustrations of the concept of symmetric equivalence 
have been clearly shown in Figure 4 by circling the entries 
H4xH8 and H8xH4 respectively in the BinaryDB. 
 

 
Figure 4: A Sample 15 x 15  FB-Matrix  

 
The SB-Matrix is shown in Figure 5. The SB-Matrix is used 
as input to the Pi-Vector Generator, which gives rise to the 
PiVector, a special optimized data structure [26] used as final 
input for the actual construction of the contact network. 
 

 
Figure 5: A Sample 15 x 15 SB-Matrix 

3.1.1 The PiVector Generation 
 
It is important to discuss what PiVector is all about, how it is 
generated, and why it is very optimal. The term PiVector is 
derived from the word “Pipe” for symbol “|”. The PiVector 
generator scans through the SB-Matrix, and selects all the 
entries that indicate contacts between nodes. These are the 
cell entries having binary values as “1”. All such nodes are 
collated, and used to build a new row vector [27] such that the 
entries in the vector comprise of a concatenation of nodes 
using pipe symbols on a row by row basis, until the entire 
SB-Matrix entries are fully traversed [28]. In other words, the 
first two items in the PiVector will be PiVector (1) = “H1|H2” 
and PiVector(2)= “H1|H5” respectively. The resulting 
PiVector shown in Figure 6 is a row vector having 25 
elements, generated from the full traversal of the SB-Matrix.  
 

 
Figure 6: A Sample PiVector  

3.1.2 Optimization Calculation 
 
The use of PiVector as a data structure for storing binary data 
for network generation has a number of benefits, especially in 
the area of storage optimization [29]. The percentage gain in 
storage space can be calculated by comparing the size of the 
final dataset with the original BinaryDB, for instance: 

 
Storage space of PiVector = 25 (the count of number of rows). 
Storage space of BinaryDB = 225 (that is 15 x15). 
Storage Gain = (225-25) = 200 
Optimization % = (200/225) * 100 = 88.9% 
 
3.2 System Implementation Workflow 
 
The detailed system implementation workflow of this 
research is shown in Figure 7. The programming language 
used is Python, though it could be re-implemented in other 
high level languages with minimal modifications. The system 
implementation workflow is numbered chronologically from 
Step 1 to Step 7 as shown.  Step 1 is called the Node Colour 
Specification [30]. This involves the specification of the 
colours of the network nodes. As earlier mentioned and 
demonstrated in the evolutionary diagram in Figure 1, the two 
predefined colours for the network nodes in this research are 
RED for identifying the infected nodes, and GREEN for the 
rest of the nodes that have come in contact with the infected, 
but they themselves are yet to be infected. 
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Figure 7: System Implementation Workflow  

 
Step 2 which is the Module Importation constitutes the second 
step in the system implementation. The two major external 
modules that were brought into Python environment using the 
import statements are networkx [31] and matplotlib.pyplot 
[32] respectively. These two modules are key to graphics 
design and plotting in Python. After importing necessary 
external modules, Step 3 in the chronology of implementation 
is to initialize the network.  This is achieved through a generic 
assignment statement shown in equation 3. 

 
 
where G is the graph identifier, nx is an alias linked to 
networkx importation statement, and Graph ()  is a graph 
initialization function. 
 
In Step 4, system accepts the PiVector, earlier generated in 
the first workflow. This is followed by Step 5, which is a series 
of loop controlled dataset processing operations [33]. For 
each of the items in the PiVector data structure, the pipe “|” 
symbol that is used to separate data items are first replaced 
with empty symbols (characters). For instance, a typical piped 
item such as [A|B] is transformed as shown in equation 4: 

 
 

where A and B are data items or identifiers, representing 
the nodes of a network under construction 

 
The separated nodes such as A and B above are then used to 
populate the two item array called xData. The first item is 
pushed into xData [0] while the second one is pushed into 
xData [1] as shown in assignment statement in equation 5: 

 
 

Thereafter, the contents of xData are used to extend the edges 
and the nodes of the contact network under construction. The 
system looping runs until all the contents of the PiVector are 
accessed and processed accordingly. Step 6 known as Colour 
Marking involves the actual marking of the nodal colours 
earlier specified. The source code for colouration for selected 
network nodes is shown in Figure 8. 
 

 
Figure 8: Node Colour Marking Code  

 
The last computational step known as Network Draw and 
Display involves the actual drawing and visual display of the 
generated network object [34]. Network drawing and display 
is achieved using the lines of code in Figure 9. The network 
draw invocation call statement used three important 
arguments. These are the Graph Object, the node colour and 
the node size. On the other hands, the network display 
statement is a non-argument statement.   
 

 
Figure 9: Network Drawing and Display Code  

 
4. SYSTEM OUTPUT  
 
The contact network generated as output of the system run is 
shown in Figure 10. As shown, there are a total of 15 human 
nodes under contact tracing. It can be deduced that a total of 
four nodes have already been infected by the disease. These 
are nodes H1, H8, H12 and H15. It is important to state that 
the node labelling in this research is very flexible. For 
instance, in this experimental run, the node labels were 
designated simplistically as Hx where x is an integer. 
However, this choice is not static, rather, it is possible to 
design node labels to take the exact names of the human 
nodes, example Alex, Daniel, Farad, Papa, and so on. It is 
also possible to use a form of real life unique identifications 
such as National ID or even Phone Numbers of the human 
nodes. In fact, car registration numbers [35] such as AB112X, 
YA655G, NU514P could also be used. 
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Figure 10: System Output  
 
The system output forms a key visual resource for infectious 
disease contact tracing. For instance, it is very easy to deduce 
from the generated network that the human nodes H9, H5 and 
H3 are not yet infected, but have all come in contact with H12 
which is currently the index case. Another important point is 
the symmetricity of the system runs and outputs. This implies 
that it is possible to generate multiple outcomes, which are 
symmetric in node arrangements, though the visual outlooks 
may appear different. In other words, rather than a single 
static output, the same network gets displayed in different 
graphical orientations [36] of nodes arrangements.     
 
5. CONCLUSION  
 
This research has demonstrated the implementation of 
contact networks evolution and visualization from the 
scratch. The outcome of this research could be a valuable tool 
in epidemiology research, especially in the area of contact 
tracing during pandemics such as COVID-19. The two major 
workflows used in this study were presented in unambiguous 
manner in such a way that other researchers could 
re-implement this work in future researches. The evolution 
and application of PiVector as a new data structure were 
explained, and mathematical calculation based on 
percentages was used to show how its usage could optimize 
storage space. Other deliverables of this work are the first 
broken matrix (FB-Matrix) and second broken matrix 
(SB-Matrix) respectively, whose importance and usages have 
been earlier explained. Future extension of this work will 
focus on inculcating of artificial intelligence-based search 
[37] into the process of contact tracing in a disease network.      
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